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Preface

The AIX and RS/6000 certifications, offered through the Professional
Certification Program from IBM are designed to validate the skills required of
technical professionals who work in the powerful, and often complex,
environments of the AIX operating system and RS/6000 and pSeries servers.
A complete set of professional certifications are available. They include:

* IBM Certified AIX User

* IBM Certified Specialist - AIX System Administration

* IBM Certified Specialist - AIX System Support

* IBM Certified Specialist - AIX HACMP

* IBM Certified Specialist - Business Intelligence for RS/6000
* IBM Certified Specialist - Domino for RS/6000

* IBM Certified Specialist - RS/6000 Solution Sales

* IBM Certified Specialist - RS/6000 SP and PSSP V3

* IBM Certified Specialist - RS/6000 SP

* RS/6000 SP - Sales Qualification

* IBM Certified Specialist - Web Server for RS/6000

e |IBM Certified Advanced Technical Expert - RS/6000 AlIX

Each certification is developed by following a thorough and rigorous process
to ensure the exam is applicable to the job role and is a meaningful and
appropriate assessment of skill. Subject matter experts who successfully
perform the job participate throughout the entire development process. They
bring a wealth of experience into the development process, making the
exams much more meaningful than the typical test that only captures
classroom knowledge and ensuring the exams are relevant to the real world.
Thanks to their effort, the test content is both useful and valid. The result of
this certification is the value of appropriate measurements of the skills
required to perform the job role.

This IBM Redbook is designed as a study guide for professionals wishing to
prepare for the AIX Problem Determination Tools and Techniques
certification exam as a selected course of study in order to achieve the IBM
Certified Advanced Technical Expert - RS/6000 AlX certification.

This IBM Redbook is designed to provide a combination of theory and
practical experience needed for a general understanding of the subject
matter. It also provides sample questions that will help in the evaluation of
personal progress and provide familiarity with the types of questions that will
be encountered in the exam.
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This publication does not replace practical experience, nor is it designed to be
a stand-alone guide for any subject. Instead, it is an effective tool that, when
combined with education activities and experience, can be a very useful
preparation guide for the exam.

For additional information about certification and instructions on How to
Register for an exam, call IBM at 1-800-426-8322 or visit the Web site at:
http://www.ibm.com/certify

The team that wrote this redbook

XVi

This redbook was produced by a team of specialists from around the world
working at the International Technical Support Organization, Austin Center.

Thomas C. Cederléf is an Education Specialist at IBM Learning Services in
Sweden. After working various professions, he was hired as a System
Support Specialist in April 1997 at the Nordic AIX Competence Center. After
earning his Advanced Technical Expert Certification in 1998, he worked with
level 2 support in Scandinavia and the Baltic States and also participated in
the itrans program in 1999. Since January 2000, he has been the main
instructor for the AIX curriculum in Sweden.

André de Klerk is a Senior IT Specialist at IBM Global Services in South
Africa. He has been working for IBM since May 1996. He started his career as
a field technician in 1991 and has performed various support roles, including
application support and customer consulting. Currently, he is team leader for
the Midrange UNIX team at IGS SA.

Thomas Herlin is an Advisory IT Specialist at IBM Global Services in
Denmark. He has been working for IBM since May 1998. Before joining IBM,
he worked as a Software Engineer designing and developing programs on
UNIX platforms. His areas of expertise include system architecture and
system integration of AlX-based solutions. He is also a certified SAP
technical consultant.

Tomasz Ostaszewski is a computer network architect. He works for Prokom
Software SA in Poland - IBM Business Partner. Prokom is the largest IT
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for an insurance company.
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Chapter 1. Certification overview

This chapter provides an overview of the skill requirements needed to obtain
an IBM AIX Specialist certification. The following chapters are designed to
provide a comprehensive review of specific topics that are essential for
obtaining the certification.

1.1 IBM Certified Advanced Technical Expert - RS/6000 AIX

This level certifies an advanced level of AlX knowledge and understanding,
both in breadth and depth. It verifies the ability to perform in-depth analysis,
apply complex AIX concepts, and provide resolution to critical problems, all in
a variety of areas within RS/6000 AlX.

To attain the IBM Certified Advanced Technical Expert - RS/6000 AlX
certification, you must pass four tests.

One test is the prerequisite in either AIX System Administration or AIX
System Support. The other three tests are selected from a variety of AIX and
RS/6000 topics. These requirements are explained in greater detail in the
sections that follow.

1.1.1 Required prerequisite

Prior to attaining the IBM Certified Advanced Technical Expert - RS/6000 AlX
certification, you must be certified as either an:

* IBM Certified Specialist - AIX System Administration
or

* IBM Certified Specialist - AIX System Support

1.1.2 Recommended prerequisite

A minimum of six to twelve months experience in performing in-depth analysis
and applying complex AIX concepts in a variety of areas within RS/6000 AIX
is a recommended prerequisite.

1.1.3 Registration for the certification exam

For information about How to Register for the certification exam, visit the
following Web site:

http://www.ibm.com/certify
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1.1.4 Core requirement (select three of the following tests)
You will receive a Certificate of Proficiency for tests when passed.

1.1.4.1 AIX Installation and System Recovery

The following objectives were used as a basis when the certification test 183
was developed. Some of these topics have been regrouped to provide better
organization when discussed in this publication.

Preparation for this exam is the topic of IBM Certification Study Guide - AIX
Installation and System Recovery, SG24-6183.

Section 1 - Installation and software maintenance
* Install or migrate the operating system.

Install a licensed program product.

Remove an LPP from the system.

Update a system.

* Apply a selective fix.

Identify and resolve network install problems

Section 2 - System backup and restore
* Perform a complete backup of the system.

Implement backup using relative and absolute paths.

* Create a mksysb.

Understand advanced mksysb concepts.

Restore files.
Section 3 - System initialization (boot) failures
* Understand concepts of system initialization.
» Diagnose the cause of a system initialization failure.
* Resolve a system initialization failure.
Section 4 - File systems and LVM recovery
* Perform problem determination on a file system.
* Determine a suitable procedure for replacing a disk.

* Resolve problems caused by incorrect actions taken to change a disk
drive.

* Create a new volume group.

* Create a logical volume.
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¢ Understand LVM concepts.

* Resolve a complex LVM problem.

1.1.4.2 AIX Performance and System Tuning
The following objectives were used as a basis when the certification test 184
was developed.

Preparation for this exam is the topic of IBM Certification Study Guide - AIX
Performance and System Tuning, SG24-6184.

Section 1 - Performance tools and techniques
¢ Use the iostat command.
¢ Use the filemon command.
e Use the tprof command.
e Use the netpmon command.
* Interpret iostat output.
* Interpret 1sps output.
* Interpret netstat output.
* Interpret vmstat output.
* Know about perfpmr.
* Know about performance diagnostic tool.
* Look at run queue.
* Look at system calls.
Section 2 - Correcting performance problems
* Correct disk bottlenecks.
* Correct NFS bottlenecks.
» Correct network bottlenecks.

» Correct communications adapter bottlenecks.

Understand random write-behind concepts.

Understand async I/O performance concepts.
Understand VMM 1/0 pacing.

Understand file fragmentation.

Understand logical volume fragmentation.

Chapter 1. Certification overview 3



4

Section 3 - VMM

Identify and correct VMM performance problems.
Correct paging problems.

Know about tuning file memory usage.

Know about memory load control.

Understand page space allocation issues.

Section 4 - Multiprocessor and process scheduling

Know SMP commands.

Use the bindprocessor command.

Enable, disable, and show status of processors.
List CPU utilization per processor.

Know about ps command and threads.
Understand locking issues in SMP.

Know about process scheduling.

Understand priority calculations.

Understand the effect of schedtune on priorities.

Section 5 - Tuning and customization

Tune a system for optimum performance.
Use the no command.

Customize a LV for optimum performance.
Configure system parameters.

Tune network parameters.

Determine when application tuning is needed.
Understand real-time tuning.

Understand disk striping.

Tune 1/0O performance with vmtune.
Understand RAID performance issues.
Perform capacity planning.

Understand memory usage.
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1.1.4.3 AIX Problem Determination Tools and Techniques
The following objectives were used as a basis when the certification test 185
was developed.

Preparation for this exam is the topic of this publication.

Section 1 - System dumps
* Create a system dump.

Understand valid system dump devices.

Determine the location of system dump data.

Identify the status of a system dump by the LED codes.

Identify appropriate action to take after a system dump.

Determine if a system dump is successful.

Use the snap command.

Section 2 - Crash
e Understand the use and purpose of the crash command.

Verify the state of a system dump.

Show the stack trace using crash.

Use the stat subcommand in crash.

Manipulate data in the process table.

Interpret crash stack trace output.

Interpret crash process output.

Interpret crash TTY output.
Section 3 - Trace

 Start and stop trace.

* Run trace.

* Report trace information.

Interpret trace output.
* Use trace to debug process problems.

Section 4 - File system and performance PD tools
* Use tools to identify and correct corrupted file systems.
e Understand file system characteristics.

* Resolve file system mounting problems.
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Repair corrupted file systems.
¢ Use vmstat command.
¢ Use iostat command.
* Use filemon command.
Section 5 - Network problem determination
* Use PD tools to identify network problems.
* Resolve a network performance problem.
e Correct problems with host name resolution.
* Diagnose the cause of a problem with NFS mounts.
» Diagnose the cause of a routing problem.
* Resolve a router problem.
Section 6 - Error logs and diagnostics
* Use error logging.
* Interpret error reports.
* Invoke and use diagnostic programs.

Section 7 - Other problem determination tools
» Set breakpoints using dbx.

Step through a program using dbx.
* Run a program with arguments using dbx.

* Read core files and locate traceback.

Debug problem using core files.

Read shell scripts.

Debug shell script problems.

1.1.4.4 AIX Communications
The following objectives were used as a basis when the certification test 186
was developed.

Preparation for this exam is the topic of IBM Certification Study Guide - AIX
Communications, SG24-6186.

Section 1 - TCP/IP implementation
* Know TCP/IP concepts.

* Understand TCP/IP broadcast packets.
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* Use and implement name resolution.

e Understand TCP/IP protocols.

* Know IP address classes.

* Use interfaces available in LAN communications.

* Understand the relationship between an IP address and the network
interface.

* Log into remote hosts using telnet and rologin.
e Construct /etc/hosts.equiv and ~/.rhosts for trusted users.
» Transfer files between systems using ftp or tftp.
* Run commands on remote machines.
Section 2 - TCP/IP: DNS implementation
e Set up a primary name server.
* Set up a secondary name server.
e Set up a client in a domain network.
Section 3 - Routing: implementation
* Apply knowledge of the IP routing algorithm.
e Set up and use the routing table and routes.
* Implement and use subnet masking.
Section 4 - NFS: implementation
* Manipulate local and remote mounts using the automounter.
* Understand NFS daemons and their roles.
e Configure and tune an NFS server.
* Configure and tune an NFS client.
* Set up a file system for mounting.
* Understand the /etc/exports file.
* Invoke a predefined mount.
Section 5 - NIS: implementation
* Understand the various NIS daemons.
* Implement NIS escapes.
* Create NIS map files.

* Transfer NIS maps.
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Section 6 - Network problem determination
» Diagnose and resolve TCP/IP problems.

» Diagnose and resolve NFS problems.
» Diagnose and resolve NIS problems.
Section 7 - Hardware related PD (modems)

* Determine appropriate diagnostic approach to resolve a modem
connection problem.

* Resolve communication configuration problems.

1.1.4.5 HACMP for AIX V4.2
The following objectives were used as a basis when the certification test 167
was developed.

Preparation for this exam is the topic of IBM Certification Study Guide - AIX
HACMP, SG24-5131.

Section 1 - Pre-installation
e Conduct a planning session.
- Set customer expectations at the beginning of the planning session.
- Gather customer's availability requirements.
- Articulate trade-offs of different HA configurations.
- Assist customer in identifying HA applications.
¢ Evaluate customer environment and tailorable components.
- Evaluate configuration and identify Single Points of Failure (SPOF).
- Define and analyze NFS requirements.
- Identify components affecting HACMP.
- Identify HACMP event logic customizations.
* Plan for installation.
- Develop disk management modification plan.
- Understand issues regarding single adapter solutions.
- Produce a test plan.
Section 2 - HACMP implementation
* Configure HACMP solutions.
- Install HACMP code.
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Configure IP Address Takeover (IPAT).
Configure non-IP heartbeat paths.
Configure network adapter.

Customize and tailor AlX.

Set up shared disk (SSA).

Set up shared disk (SCSI).

Verify a cluster configuration.

Create an application server.

* Set up event notification.

Set up event notification and pre/post event scripts.

Set up error notification.

* Post configuration activities.

Configure client notification and ARP update.
Implement a test plan.
Create a snapshot.

Create a customization document.

* Testing and Troubleshooting.

Troubleshoot failed IPAT failover.
Troubleshoot failed shared volume groups.
Troubleshoot failed network configuration.
Troubleshoot failed shared disk tests.
Troubleshoot failed application.
Troubleshoot failed pre/post event scripts.
Troubleshoot failed error notifications.

Troubleshoot errors reported by cluster verification.

Section 3 - System management
e Communicate with customer.

Conduct turnover session.
Provide hands-on customer education.

Set customer expectations of their HACMP solution's capabilities.
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e Perform systems maintenance.

Perform HACMP maintenance tasks (PTFs, adding products, replacing
disks, adapters).

Perform AIX maintenance tasks.
Dynamically update cluster configuration.

Perform testing and troubleshooting as a result of changes.

1.1.4.6 RS/6000 SP and PSSP V2.4

The following objectives were used as a basis when the certification test 178
was developed.

Preparation for this exam is the topic of IBM Certification Study Guide -
RS/6000 SP, SG24-5348.

Section 1 - Implementation and planning
* Validate software/hardware capability and configuration

Determine required software levels (for example: version, release, and
modification level).

Determine the size, model, and location of the control workstation.
Define disk, memory, and 1/O (including disk placement).

Determine disk space requirements.

Understand multi-frame requirements and switch partitioning.
Determine the number and type of nodes needed (including features).

Determine the number of types of I/0O devices (for example: SCSI,
RAID, SSA, and so on) needed.

Configure external 1/0O connections.
Determine additional network connections required.
Create the logical plan for connecting into networks outside the SP.

Identify the purpose and bandwidth of connections.

* Plan implementation of key aspects of TCP/IP networking in the SP
environment.

Create specific host names (both fully qualified and aliases) and
TCP/IP address.

netmask value and default routes.

Determine the mechanism (for example, /etc/hosts, NIS, DNS) by
which name resolution will be made across the system.
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Choose the IP name/address resolver.

* Determine the appropriate common, distributed, and local files/file
systems.

Determine the physical locations of the file system and home
directories.

Determine the number of types of I/O devices (for example, SCSI,
RAID, SSA, and so on) needed.

Configure internal 1/0.

Determine the mechanism (for example, NFS, AFS, DFS, local) by
which file systems will be made across the system.

* Configure and administer the Kerberos Authentication subsystem and
manage user IDs on the SP system.

Define administrative functions.

Determine the Kerberos administration ID.

Define administrative functions.

Understand the options of end-user management.

Understand how to administer authenticated users and instances.

* Define a backup/recovery strategy for the SP which supports node
images, control workstation images, applications, and data.

- Determine backup strategy and understand the implications of multiple

unique mksysb images.

Section 2 - Installation and configuration
* Configure an RS/6000 as an SP control workstation.

Verify the control workstation system configuration.
Configure the TCP/IP network on the control workstation.
Install PSSP.

Load the SDR with SP configuration information.
Configure the SP System Data Repository.

Verify control workstation software.

Configure TCP/IP name resolution (for example, /etc/hosts, DNS, NIS).

* Perform network installation of images on nodes, using any combination of
boot/install servers.

Install the images on the nodes.
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- Create boot/install servers

* Exercise the SP system resources to verify the correct operation of all
required subsystems.

- Verify all network connections.
- Verify internal and external 1/0O connections.
- Verify switch operations

Section 3 - Application enablement

* Determine whether LoadLeveler would be beneficial to a given SP system
configuration.

- Understand the function of LoadLeveler.

* Define and implement application-specific FSs, VGs, and VSDs for a
parallel application.

- Define application-specific file systems, logical volumes, volume
groups, or VSDs.

- Implement application-specific file systems, logical volumes, volume
groups, or VSDs.

¢ Install and configure problem management tools (for example: event
manager, problem manager and perspectives)

- Install and Configure user-management tools.
Section 4 - Support
e Utilize Problem Determination methodologies (for example,

HOSTRESPONDS, SWITCHRESPONDS, error report, log files,
DAEMONS, GUIs).

- Handle resolution of critical problems.
- Conduct SP-specific problem diagnosis.
- Interpret error logs that are unique to SP.

* |solate causes of degraded SP performance, and tune the system
accordingly.

- Understand performance analysis and tuning requirements

1.1.4.7 RS/6000 SP and PSSP V3
The following objectives were used as a basis when the certification test 188
was developed.
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Preparation for this exam is the topic of IBM Certification Study Guide -
RS/6000 SP, SG24-5348.

Section 1 - Implementation planning
* Validate software/hardware capability and configuration

- Determine required software levels (for example, version, release, and
modification level)

- Determine the size, model, and location of the control workstation.

- Define disk, memory, and 1/O (including disk replacement).

- Define disk space requirements.

- Understand multi-frame requirements and switch partitioning.

- Determine the number and types of nodes needed (including features).

- Determine the number and types of I/O devices (for example, SCSI,
RAID, SSA, and so on) needed.

- Configure external I/O connections.

- Determine what additional network connections are required.

- Create the logical plan for connecting into networks outside the SP.
- ldentify the purpose and bandwidth of connections.

- Determine if boot/install servers are needed and, if needed, where they
are located.

* Implement key aspects of TCP/IP networking in the SP environment.

- Create specific host names (both fully qualified and aliases), TCP/IP
address, netmask value and default routes.

Determine the mechanism (for example, /etc/hosts, NIS, DNS) by
which name resolution will be made across the system.

- Determine SP Ethernet topology (segmentation, routing).
- Determine TCP/IP addressing for switch network.

* Determine the appropriate common, distributed, or local files and file
systems.

- Determine the physical locations of the file system and home
directories.

- Determine the mechanism (for example, NFS, AFS, DFS, local) by
which file systems will be made across the system.

* Define a backup/recovery strategy for the SP which supports node
image(s), control workstation images, applications, and data.
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- Determine backup strategy, including node and CWS images.

- Determine backup strategy and tools for application data.

Section 2 - Installation and configuration

Configure an RS/6000 as an SP control workstation.
- Verify the control workstation system configuration.
- Configure TCP/IP network on the control workstation.
- Install PSSP.
- Configure the SDR with SP configuration information.
- Verify control workstation software.

Perform network installation of images on nodes, using any combination of
boot/install servers.

- Install the images on the nodes.

- Define and configure boot/install servers.

- Check SDR information.

- Check RSCT daemons (hats, hags, and haem).

Thoroughly exercise the SP system resources to verify correct information
of all required subsystems.

- Verify all network connections.
- Verify switch operations.

Configure and administer the Kerberos Authentication subsystem and
manage user IDs.

- Plan and configure Kerberos functions and procedures.
- Configure the Kerberos administration ID.
- Understand and use the options of end-user management.

Define and configure system partition and perform switch installation.

Section 3 - Application enablement

Determine whether additional SP-related products (for example,
Loadleveler, PTPE, HACWS, NetTAPE, CLIOS) would be beneficial.

Understand the function of additional SP-related products.

Define and implement application-specific file systems, logical volumes,
VGs and VSDs.

Install and configure problem management tools (for example, event
manager, problem manager, and perspectives).
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* Define and manage monitors.
Section 4 - Ongoing support
* Perform software maintenance.
- Perform system software recovery.
- Upgrade and migrate system software (applying PTFs and migration).
* Perform SP reconfiguration.
- Add frames.
- Add nodes.
- Migrate nodes.
- Add/replace switch.

e Utilize Problem Determination methodologies (for example,
HOSTRESPONDS, SWITCHRESPONDS, error report, log files,
DAEMONS, GUIs).

- Interpret error logs that are unique to the SP.
- Diagnose networking problems.

- Diagnose host response problems.

- Diagnose switch-specific problems.

* |solate cause of degraded SP performance and tune the system
accordingly.

- Understand performance analysis and tuning requirements.
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1.2 Certification education courses

Courses are offered to help you prepare for the certification tests. Figure 1
and Figure 2 on page 17 provide a roadmap of useful courses. These courses
are recommended, but not required, before taking a certification test. At the
publication of this guide, the following courses are available. For a current

list, visit the Web sitehttp://www.ibm.com/certify

Roadmap and Schedule for IT-training within

RS/6000 AIX and LINUX

AIX System UNIX/AIX Basics
Administration Qiis - AUtS
AIX V4 Systom LINUX
Administration 1 LINUX System
Kom Shell
Implementation FH— P ; -t i
Sun Solaris to AIX Q1214 AU14 Q1123 AU23 L1 QLX14  LX14
Transition Class
Qistt  AW12 ' ' '
Perl P i LINUX TCP/IP LINUX for UNIX
AIX V4 System maca Admiristration Professionals
AIX V4 Administration 2 an QLXo7  LX07 QLXi2 Lx12
Configuring TCP/IP Problem Determination AU24
Q1107 AU07 Qi216 AU16 N
Y L .
AIX V4 Security \
Contonton Tt *
Q1141 Au4i Pmpmi'gn"wmmp AR
Q1825 AW25 \ LINUX LINUX Integration
r N e-business with Windows
1 N with Apache (Samba)
/I N QLX25 LX25 QLX26  LX26
\
! AIX V4 System AN
/I Administration 3 \
Performance Management
; e e RS/6000 SP
’ RS/6000 SP
7 v System
7 1
AIX HACMP AIX V4 System B 01091 AU
'AIX HACMP System g;’:'g“:‘M’a;in":g‘;m -
Administration 1 -
Implementation Q1220 AU20 gyssﬁo,go SP
Q1155 _AUSS Administration 2
' Q1096 AU96
AIX I.-II.\CMF.' System RS/6000 SP RS/6000 SP
Administration 2 System Administration 3| System Administration 4|
Problem Determination Problem Determination Performance
1150 AUBO Q1193 Aues at1e7 _Augz
SP Certification
Test Preparation
Workshop
Q1827  AW27

Figure 1. AlX and UNIX education roadmap
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Certification Roadmaps for RS/6000 - AIX and UNIX

Certification tests*
Courses/Cert Test* ..which lead to... Professional Title
...that prepare for...
AU13 Q1113 160 ’ IBM Certified AIX User
AU07+AU14 Q1107+Q1214 IBM Certified Specialist - AIX System Administration

AU07+AU14+AU16 Q1107+Q1214+Q1216 IBM Certified Specialist - AIX System Support

Cert 181 or 189+AU55+AU50 Q1155+Q1150
Cert 181 or 189+AU91+AU96 Q1091+Q1096
Cert 181 or 189+AU91+AU96 Q1091+Q1096

Cert 181 or 189 + three of the following certification tests:
163, 164, 165, 166, 178, 188 ’

IBM Certified Specialist - AIX HACMP
IBM Certified Specialist - RS/6000 SP and PSSP V3
IBM Certified Specialist - RS/6000 SP

IBM Certified Advanced Technical Expert - RS/6000 AIX

AU14+AU16+AU08 Q1214+Q1216+Q1108 163
AU28/AU18 Q1216/Q1218 — 1ea]
AU16+AU18 Q1216+Q1218

AU23+AU05/AU07 Q1123+Q1107 165
AUO05/AUO7+AU28/AU18 Q1107+Q1218 166

LX12 or LX14+LX07 QLX14+QLX07 117-1A’ LPI Certification, level 1
LX16+ (not fixed yet) QLX16 117-102 } LPI Certification, level 2

Figure 2. Certification roadmaps

1.3 Education on CD-ROM: IBM AIX Essentials

The new IBM AIX Essentials series offers a dynamic training experience for
those who need convenient and cost-effective AIX education. The series
consists of five new, content rich, computer-based multimedia training
courses based on highly acclaimed, instructor-led AlIX classes that have been
successfully taught by IBM Education and Training for years.

To order, and for more information and answers to your questions:

* In the U.S,, call 800-IBM-TEACH (426-8322) or use the online form at the
following URL: http://www.ibm.com/services/learning/aix/#order.

* Outside the U.S., contact your IBM Sales Representative.

e Contact an IBM Business Partner.
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Chapter 2. Customer relations

The following topics are discussed in this chapter:

* Problem definition

* Collecting information from the user

* Collecting information from the system
This chapter is intended for system support people who have to assist
customers with a certain problem. The intention is to provide methods for

describing a problem and collecting the necessary information about the
problem in order to take the best corrective course of action.

2.1 Defining the problem

The first step in problem resolution is to define the problem. It is important
that the person trying to solve the problem understands exactly what the
users of the system perceive the problem to be. A clear definition of the
problem is useful in two ways. First, it can give you a hint as to the cause of
the problem. Second, it is much easier to demonstrate to the users that the
problem has been solved if you know how the problem is seen from their point
of view.

For example, consider the situation where a user is unable to print a
document. The problem may be due to the /var file system running out of
space. The person solving the problem may fix this and demonstrate that the
problem has been fixed by using the df command to show that the /var file
system is no longer full.

This example can also be used to illustrate another difficulty with problem
determination. Problems can be hidden by other problems. When you fix the
most visible problem, another one may come to light. The problems that are
unearthed during the problem determination process may be related to the
one that was initially reported. In other words, there may be multiple problems
with the same symptoms. In some cases, you may discover problems that are
completely unrelated to the one that was initially reported.

In the previous printing example, simply increasing the amount of free space
in the /var file system may not solve the problem being experienced by the
user. The printing problem may turn out to be a cable problem, a problem with
the printer, or perhaps a failure of the Ipd daemon. This is why understanding
the problem from the users’ perspective is so important. In this example, a
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better way of proving that the problem has been resolved is to get the user to
successfully print their document.

2.2 Collecting information from the user

20

The best way of understanding the problem from the users’ perspective is to
ask questions. From their perception of the situation, you can deduce if they
have a problem, and the time scale in which they expect it to be resolved.
Their expectations may extend beyond the scope of the machine or the
application it is running.

The following questions should be asked when collecting information from the
user during performing problem determination:

* What is the problem?

Try to get the user to explain what the problem is and how it affects them.
Depending on the situation and the nature of the problem, this question
can be supplemented by either of the following two questions:

- What is the system doing?
- What is the system not doing?

Once you have determined what the symptoms of the problem are, you
should try to establish the history of the problem.

* How did you first notice the problem? Did you do anything different that
made you notice the problem?

* When did it happen? Does it always happen at the same time (for
example, when the same job or application is run)?

* Does the same problem occur elsewhere? Is only one machine
experiencing the problem or are multiple machines experiencing the same
problem?

* Have any changes been made recently?

This refers to any type of change made to the system, ranging from adding
new hardware or software to configuration changes of existing software.

¢ If a change has been made recently, were all of the prerequisites met
before the change was made?

Software problems most often occur when changes have been made to the
system, and either the prerequisites have not been met (for example, system
firmware not at the minimum required level), or instructions have not been
followed exactly in order (for example, the person following the instructions
second guesses what the instructions are attempting to do and decides they
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know a quicker route). The second guess then means that, because the
person has taken a perceived better route, prerequisites for subsequent steps
may not have been met, and the problem develops into the situation you are
confronted with.

Other changes, such as the addition of hardware, bring their own problems,
such as cables incorrectly assembled, contacts bent, or addressing
misconfigured.

The How did you first notice the problem? question may not help you directly,
but it is very useful in getting the person to talk about the problem. Once they
start talking, they invariably tell you things that will enable you to determine
the starting point for problem resolution.

If the problem occurs on more than one machine, look for similarities and
differences between the situations.

2.3 Collecting information about the system

The second step in problem determination is collecting information about the
system. Some information will have already been obtained from the user
during the process of defining the problem.

The user is not the only source that can provide information regarding a
problem. By using various commands, it is possible to determine how the
machine is configured, the errors that are being produced, and the state of
the operating system.

The use of commands, such as 1sdev, 1spv, 1svg, 1slpp, lsattr, sf, mount and
others enable you to gather information on how the system is configured.
Other commands, such as errpt, can give you an indication of any errors
being logged by the system.

If the system administrator uses SMIT or Web-based System Manager to
perform administrative tasks, examine the log files for these applications to
look for recent configuration changes. The log files are, by default, contained
in the home directory of the root user and, by default, are named /smit.log for
SMIT and /websm.log for the Web-based System Manager.

If you are looking for something specific based on the problem described by
the user, then other files are often viewed or extracted so that they can be
sent to your IBM support function for analysis, such as system dumps or
checkstop files.
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2.4 Quiz

The following assessment questions help verify your understanding of the
topics discussed in this chapter.

1. A user explains that a problem was first noticed after a software update
occurred. Which of the following procedures should the customer perform
next?

A. Reboot the system.

B. Add more memory to the system.

C. Load a backup made prior to the update.

D. Check for the prerequisites and updates of software applied.

2. A user complains that they are no longer able to get into the system.
Which of the following procedures should be performed to determine the
cause?

A. Check the /etc/security/passwd file.

B. Inform the user that they are not doing something right.

C. Identify the steps the user is performing to access the system.
D

. Ignore the user’s definition and attempt to determine the problem from
scratch.

2.4.1 Answers

The following are the preferred answers to the questions provided in this
section.

1. D
2. C
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Chapter 3. Booting problem determination

The following topics are discussed in this chapter:

* A general overview of the boot process

Differences between MCA and PCI systems

AIX boot phase 1 - configuring the base devices

AIX boot phase 2 - activating the root volume group

AlX boot phase 3 - configuring the remaining devices

Common boot problem scenarios and how to fix them

Because boot problems are among the most common problems, an overall
discussion on the subject is useful. This chapter begins with a general
overview of the boot process, then expands on the details and discusses the
process along with the LED codes for each stage of the boot process in
further detail. A summary of the LED codes can been found in Section “LED
codes” on page 45.

3.1 A general overview of the boot process

Both hardware and software problems can cause the system to halt during
the boot process. The boot process is also dependent on which hardware
platform is used. In the initial startup phase, there are some important
differences between MCA and PCI systems (Itanium-based system
diagnostics are, at the time of writing, not included in the AIX certification
program), and these differences will determine the way to handle a hardware
related boot problem. These differences are covered in Section 3.2, “BIST -
POST” on page 26.

The general workflow of the boot process is shown in Figure 3 on page 24.
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Check of and initialization of
hardware

Y

Load BLV and pass control

Y

Configure base devices

Y

Init processes /etc/inittab

Figure 3. General boot order

The initial hardware check is to verify that the primary hardware is okay. This
phase is divided into two separate phases on a MCA system, the first is the
built-in self test (BIST), and the second a power-on self test (POST). On PCI
systems, it is handled by a single POST. After this, the system loads the boot
logical volume (BLV) into a RAM file system (RAMFS) and passes control to
the BLV.
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—— Content of the BLV
AlIX kernel
* The kernel is always loaded from the BLV. There is a copy of the kernel
in /unix (soft link to /usr/lib/boot/unix_mp or unix_up). This version is
used to build the hd4 file system where the kernel image is read during
system boot.
rc.boot
* This is the configuration script that will be called three times by the init
process during boot.
Reduced ODM
* Device support is provided only to devices marked as base devices in
the ODM.
Boot commands

* For example cfgmgr, Or bootinfo.

Because the rootvg is not available at this point, all the information needed for
boot is included in the BLV used for creation of the RAMFS in memory. After
this, the init process is loaded and starts to configure the base devices. This
is named boot phase 1 (the init process executes the rc.boot script with an
argument of 1).

The next step, named boot phase 2, attempts to activate rootvg, and this is
probably the phase where the most common boot problems occur (for
example, a file system or the jfslog is corrupt). Next, the control is passed to
the rootvg init process and the RAMFS is released.

Finally, the init process, now loaded from disk (not the BLV), executes the
rc.boot script with an argument of 3 to configure the remaining devices. This
final stage is done from the /etc/inittab file. This is named boot phase 3.
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3.2 BIST - POST

As mentioned before, there are differences between the classic RS/6000
system with MCA architecture and the PCI systems that are delivered today.
The MCA system is discussed first.

3.2.1 MCA systems

At a system startup of an MCA system, the first thing that happens is a BIST.
These tests are stored on EPROM chips, and the tests performed by BIST
are mainly to components on the motherboard. LED codes shown during this
phase of the startup will be in the range of 100 - 195, defining the hardware
status. After this, the POST will be initialized.

The task of the POST is to find a successful hardware path to a BLV. All
hardware that is required to load a boot image is tested. The LED codes at
this stage are in the range of 200 - 2E7. Both hardware and software
problems can cause a halt in the startup process during this stage.

On an MCA system, the load of the BLV starts with checking the bootlist. The
bootlist is defined by the key position (a physical key switch is located on the
outside of many of the MCA models). When the key is in the normal position,
applications will be started as well as network services. This is done when
the init process reads the /etc/inittab file and executes the configuration
scripts referenced in that file. A normal boot is represented by runlevel 2. The
/etc/inittab file is discussed in further detail in Section 3.5.1, “The /etc/inittab
file” on page 40. To manipulate the boot list for normal mode, use the
following command:

# bootlist -m normal hdiskO hdiskl rmtO cdO

This command will set the system to search hdiskO first for a usable BLV. If
there is no BLV on hdiskO, then hdisk1 will be searched, and so on.

The service boot list is used when booting the system for maintenance tasks.
The key is switched to the service position. No applications or network
services will be started. To check the service bootlist, use the -o flag, which
was introduced with AIX Version 4.2, as follows.

# bootlist -m service -o
£do

cdo

rmt0

hdisk2

ento
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Another feature introduced with AIX Version 4.2, is the use of generic device
names. Instead of pointing out the specified disk, such as hdisk0 or hdisk1,
you can use the generic definition of SCSI disks. For example, the following
command uses the generic SCSI definition.

# bootlist -m service cd rmt scdisk

This command will request the system to probe any CD-ROM, then probe any
tape drive, and finally probe any SCSI disk, for a BLV. The actual probing of
the disk is a check of sector 0 for a boot record that contains data that points
out the location of the boot image.

Changes to the bootlist can also be made through the diag command menus.
At the Function Selection menu, choose Task Selections, as shown in Figure
4.

FUNCTION SELECTION 801002

Move cursor to selection. then press Enter.

Diagnostic Routines
This selection will test the machine hardware. Mrap plugs and
other advanced functions will not be used.

Advanced Diagnostics Routines
This selection will test the machine hardware. Mrap plugs and
other advanced functions will be used.

Task Selection(Diagnostics. Advanced Diagnostics. Service Aids. etc.)
This selection will list the tasks supported by these procedures.
Once a task is selected. a resource menu may be presented showing
all resources supported by the task.

Resource Selection
This selection will list the resources in the system that are supported
by these procedures. Once a resource is selected. a task menu will
be presented showing all tasks that can be run on the resource(s).

F1=Help F10=Exit F3=Previous Menu

Figure 4. Function selection menu in diag

In the list of tasks, choose Display or Change Bootlist, as shown in Figure 5
on page 28.
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TASKS SELECTION LIST 801004

From the list below. select a task by moving the cursor to
the task and pressing "Enter”.
To list the resources for the task highlighted. press "List”™.

[MORE. . .181]
Display Firmware Device Node Information
Display Hardware Error Report
Display Hardware Yital Product Data
Display Microcode Level
Display Previous Diagnostic Results
Display Resource Attributes
Display Service Hints
Display Software Product Data
Display System Environmental Sensors
Display Test Patterns
Download Microcode

[MORE. . .121

F1=Help Fd=List F10=Exit Enter
F3=Previous Menu

Figure 5. Task selection menu in diag

Finally, you have to choose whether to change the Normal mode bootlist or
the Service mode bootlist, as shown in Figure 6.

DISPLAY/ALTER BOOTLIST 802590

Select an option. then press Enter.

Normal mode bootlist)

This selection allows displaying. altering. or erasing
the normal mode bootlist.

Service mode hootlist
This selection allows displaying. altering. or erasing
the service mode bootlist.

F3=Cancel F10=Exit

Figure 6. Display/alter bootlist menu in diag
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At this point, a lot of things can cause a boot problem. The boot list could
point to a device that does not have a BLV, or the devices pointed to are not
accessible because of hardware errors.

The following sections cover several problems that can cause a halt. All
problems at this stage of the startup process have an error code defined
which is shown on the LED display on the operator panel of the system.

3.2.1.1 LED 200

An LED code 200 is related to the secure key position. When the key is in the
secure position, the boot will stop until the key is turned, either to the normal
position or the service position. The boot will then continue.

3.2.1.2 LED 299

An LED code of 299 indicates that the BLV will be loaded. If this LED code is
passed, then the load is successful. If, after passing 299, you get a stable
201, then you have to re-create the BLV, as discussed in Section 3.2.1.4,
“How to re-create the BLV” on page 29.

3.2.1.3 MCA LED codes
Table 1 provides a list of the most common LED codes on MCA systems.
More of these can be found in the AIX base documentation.

Table 1. Common MCA LED codes

LED Description

100 - 195 Hardware problem during BIST.

200 Key mode switch in secure position.
201 1. If LED 299 passed, re-create BLV.

2. If LED 299 has not passed, POST encountered a
hardware error.

221, The bootlist in NVRAM is incorrect (boot from media and
721, change the bootlist), or

221 - 229, the bootlist device has no bootimage (boot from media and
223 - 229, recreate the BLV), or

225 - 229, the bootlist device is unavailable (check for hardware errors).
233 -235

3.2.1.4 How to re-create the BLV

When the LED code indicates that the BLV cannot be loaded, you should start
diagnosis by checking for hardware problems, such as cable connections.
The next step is to start the system in maintenance mode from an external
media, such as an AlX installation CD-ROM. Use the Access this Volume
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Group startup menu after booting from the installation media, and start a
shell menu for recreation of the BLV (this menu is also used if the boot
problem was due to an incorrect bootlist). Execute the following command if
you want to re-create the BLV on hdiskO:

# bosboot -ad /dev/hdisk0

Another scenario where you may want to create a BLV with the bosboot
command is with a mirrored rootvg. Mirroring this volume group does not
make the disks containing the mirrored data bootable. You still have to define
the disks in the bootlist and execute the bosboot command on the mirrored
devices.

—— Accessing rootvg

The following is a short summary on how to access the maintenance
menus. For more detailed information see, Installation Guide, Chapter 10 -
Accessing a system that will not boot, SC23-4112

1. Boot the system from the installation media.

2. At the installation menu, choose Start Maintenance for System
Recovery.

3. On the next menu, choose Access a Root Volume Group.
4. A list of accessible disks are shown. Choose the rootvg disk.

5. Finally, choose the Access this Volume Group and start a shell when
you want to re-create the BLV. Change the bootlist or forgotten root
password.

Choose the Access this Volume Group and start a shell before
mounting file systems if the file systems or the jfslog in rootvg are
corrupt.

3.2.2 PCI systems

30

When booting PCI systems, there are important differences from the MCA
systems. It has already been mentioned that there is an absence of BIST.
Another difference is the absence of the key switch. Modern PCI systems use
a logical keymode switch, which is handled by the use of function keys. Also,
the diag function is missing on some older PCI systems. The following section
discusses how to change the bootlist and the support of the normal and
service boot options on PCI systems.
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3.2.2.1 Changing the bootlist on PCIl systems

All PCI systems have System Management Services (SMS) menus. On most
systems, these menus can be accessed by pressing function key 1 (F1) or 1
when the console is initiated (the use of 1 or F1 depends on the use of
graphical display or ASCII terminal). At this time, a double beep is heard.
Depending on the PCI model, there are three or four choices in the SMS main
menu. One of these is named boot. Under this menu, you can define the
bootlist. The SMS main menu from an RS/6000 Model 43P-140 is shown in
Figure 7. Newer PCI systems also have an additional selection called
multiboot.

€,
Boot Utilities

Figure 7. SMS main menu

Changing the boot order can also be done with the boot1ist command.

3.2.2.2 Normal boot and Service boot on PCIl systems

Some PCI systems do not support service mode (for example, the 7248-43P).
The only way to boot in another mode, such as maintenance mode, is to
change the normal bootlist. This can be done with the bootlist -m normal
command, if the system is accessible. If the system is not accessible, this can
be done by booting from installation media and changing the bootlist through
the SMS menus.
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All PCI systems have a default bootlist. On modern PCI systems, this default
bootlist can be accessed (and from diag) by using the F5 function key. This is
a good option to use when booting the system in single user mode for
accessing standalone diag functions. This can not be done on older PCI
systems. Instead, a single bootlist is provided and can be reset to the default
values by removing the battery for about 30 seconds. This is because the
bootlist is stored in NVRAM, and the NVRAM is only non-volatile as long as
the battery is maintaining the memory.

Newer PCI architecture machines (for example, the 43P-150) support a
service bootlist. The simplest way to find out if a particular system supports
the service boot option is to execute:

# bootlist -m service -o
0514-220 bootlist: Invalid mode (service) for this model

If you receive the previous error message, the system does not support the
service boot option.

All new PCI systems support the following key allocations as standard:
* F1 or 1 on ASCII terminal: Starts System Management Services

* F5 or 5 on ASCII terminal: Boot diag (use default boot list of fd, cd, scdisk,
or network adapter)

* F6 or 6 on ASCII terminal: Boot diag (use of custom service boot list)

3.2.2.3 POST LED codes on PCl systems

On old PCI systems, such as the 7020-40P or the 7248-43P, the LED display
is missing; so there will be no LED codes to help solve boot problems.
Fortunately, this has been changed on modern PCI systems, but the error
codes generated during this phase of the system startup differs from model to
model. The only way to figure out the exact meaning of an error code is to
refer to the Service Guide delivered with the system. IBM provides a Web
page where Service Guides for most PCI systems are available in HTML and
PDF format. The URL is:

http://www.rs6000.ibm.com/resource/hardware docs/

3.3 Boot phase 1

So far, the system has tested the hardware, found a BLV, created the RAMFS,
and started the init process from the BLV. The rootvg has not yet been
activated. From this step on, the boot sequence is the same on both MCA
systems and PCI systems.
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The workflow for boot phase 1 is shown in Figure 8.

PID 1 - init

v

rc.boot 1

v

cfgmgr -f

y

bootinfo -b

Figure 8. Boot phase 1

During this phase, the following steps are taken.

* The init process started from RAMFS executes the boot script rc.boot 1. At
this stage, the restbase command is called to copy the reduced ODM from
the BLV into the RAMFS. If this operation fails, a LED code of 548 is
presented.

e After this, the cfgmgr -f command reads the Config_Rules class from the
reduced ODM. In this class, devices with the attribute phase=1 will be
considered base devices. Base devices are all devices that are necessary
to access rootvg. The process invoked with rc.boot 1 attempts to configure
devices so that rootvg can be activated in the next rc.boot phase.

* At the end of boot phase 1, the bootinfo -b command is called to
determine the last boot device. At this stage, the LED shows 511.
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3.4 Boot phase 2

In boot phase 2, the rc.boot script is passed to the parameter 2. The first part
of this phase is shown in Figure 9.

ipl_varyon

Y

mount /dev/hd4

Y

mount /usr

'

mount /var; copycore; umount /var

Y

swapon /dev/hd6

Figure 9. Boot phase 2, part one

During this phase, the following steps are taken.

* The rootvg volume group will be varied on with the special ipl varyon
command. If this command is not successful, one of the following LED
codes will appear: 552, 554, 556.

 After the successful execution of ipl varyon, the root file system (/dev/hd4)
is mounted on a temporary mount point (/mnt) in RAMFS. If this fails, 555
or 557 will appear in the LED display.

* Next, the /usr and /var file systems are mounted. If this fails, the LED 518
appears. The mounting of /var, at this point, enables the system to copy an
eventual dump from the default dump devices, /dev/hd6, to the default
copy directory, /var/adm/ras.

* After this, rootvg’s primary paging space, /dev/hd6, will be activated.
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The second part of this phase is shown in Figure 10, and the following steps
are taken.

Copy RAMFS /dev to disk
mergedev

v

Copy RAMFS ODM files to disk:
cp CU* /mnt/etc/objrepos

!

umount /usr
umount /dev/hd4

Y

mount -f /
mount /usr; mount /var

Y

copy boot messages to alog

Figure 10. Boot phase 2, part two

* The copy of rootvg’s RAMFS’ ODM, and /dev directories will occur
(mergedev). This is possible because the temporary mount point, /mnt, is
used for the mounted root file system.

¢ Next, the /usr and /var from the RAMFS is unmounted.

* Finally, the root file system from rootvg (disk) is mounted over the root file
system from the RAMFS. The mount points for the rootvg file systems
become available. Now, the /var and /usr file systems from the rootvg can
be mounted again on their ordinary mount points.

There is no console available at this stage; so all boot messages will be
copied to alog. The alog command can maintain and manage logs.

As mentioned, there are a lot of different possible problems in this phase of
the boot. The following sections discuss how to correct some of them.
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3.4.1 LED 551, 555, or 557

There can be several reasons for a system to halt with LED codes 551, 555 or
557. For example:

* A damaged file system

¢ A damaged Journaled File System (JFS) log device

* A failing disk in the machine that is a member of the rootvg

To diagnose and fix these problems, you need to boot from a bootable media,
access the maintenance menus, choose Access a Volume Group and start
a shell before mounting file systems, and then do one or all of the following
actions:

* To ensure file system integrity, run £sck to fix any file systems that may be

corrupted:

# fsck -y /dev/hdl

# fsck -y /dev/hd2

# fsck -y /dev/hd3

# fsck -y /dev/hd4

# fsck -y /dev/hd9var

To ensure the correct function of the log device, run logform on /dev/hd8 to
re-create the logdevice:

# /usr/sbin/logform /dev/hds
If the BLV is corrupted, re-create the BLV and update the bootlist:

# bosboot -a -d /dev/hdisk0
# bootlist -m normal hdiskO

3.4.2 LED 552, 554, or 556

An LED code of 552, 554, or 556 during a standard disk-based boot indicates
a failure occurred during the varyon of the rootvg volume group. This can be
the cause of:

36

A damaged file system
A damaged Journaled File System (JFS) log device

A bad IPL-device record or bad IPL-device magic number (the magic
number indicates the device type)

A damaged copy of the Object Data Manager (ODM) database on the boot
logical volume

A hard disk in the inactive state in the root volume group

IBM Certification Study Guide Problem Determination



* A damaged superblock

To diagnose and fix the problem, you need to boot from the installation media,
navigate the menus to access the volume group, and start a shell before
mounting the file systems.

If the £sck command indicates that block 8 could not be read when used, as
shown in Section 3.4.1, “LED 551, 555, or 557” on page 36, the file system is
probably unrecoverable. The easiest way to fix an unrecoverable file system
is to re-create it. This involves deleting it from the system and restoring it from
a backup. Note that /dev/hd4 cannot be re-created. If /dev/hd4 is
unrecoverable, you must reinstall AlX.

A corrupted ODM in the BLV is also a possible cause for these LED codes. To
create a usable one, run the following commands that remove the system's
configuration and save it to a backup directory:

/usr/sbin/mount /dev/hd4 /mnt

/usr/sbin/mount /dev/hd2 /usr

/usr/bin/mkdir /mnt/etc/objrepos/bak

/usr/bin/cp /mnt/etc/objrepos/Cu* /mnt/etc/objrepos/bak
/usr/bin/cp /etc/objrepos/Cu* /mt/etc/objrepos
/usr/sbin/umount all

H*H FH H HF H H

exit

After this, you must copy this new version of the ODM in the RAMFS to the
BLV. This is done with the savebase command. Before that, make sure you
place it on the disk used for normal boot by executing:

# 1lslv -m hd5
Save the clean ODM database to the boot logical volume. For example:
# savebase -d /dev/hdisk0

Finally, re-create the BLV and reboot the system. For example:

# bosboot -ad /dev/hdisk0
# shutdown -Fr

Another possible reason for these error codes is a corrupted superblock. If

you boot in maintenance mode and receive error messages such as Not an
AIX file system Of Not a recognized file system type, it iS probably due to a
corrupted superblock in the file system.

Each file system has two super blocks: one in logical block 1 and a copy in
logical block 31. To copy the superblock from block 31 to block 1 for the root
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file system, issue the following command (before you use this command,
check the product documentation for the AIX release you are using to make
sure all of the parameters shown are correct):

# dd count=1 bs=4k skip=31 seek=1 if=/dev/hd4 of=/dev/hd4

3.4.3 LED 518

The 518 LED code has an unclear definition in the Messages Guide and
Reference, which reads:

Display Value 518

Remote mount of the / (root) and /usr file systems during network boot did not
complete successfully.

This is not the entire problem. If the system runs into problems while
mounting the /usr from disk (locally, not a network mount), you will get the
same error. Fix this problem using the same procedure as you would for any
other rootvg file system corruption.

3.4.4 The alog command

Up until this stage, the system has not yet configured the console; so there is
no stdout defined for the boot processes. At this stage, the alog command is
useful.

The alog command can maintain and manage logs. All boot information is
sent through the alog command. To look at the boot messages, use the
following command options:

# alog -ot boot

*hkkkkkkhkkkkkkkkkkk no Stderr *hkkkkkkkkkk

Time: 12 LEDS: 0x538
invoking top level program -- "/usr/lib/methods/definet > /dev/null
2>&1;0pt="/u
sr/sbin/lsattr -E -1 inet0 -a bootup option -F value™
if [ $opt = "no" ];then nf=/etc/rc.net
else nf=/etc/rc.bsdnet
fi;s$nf -2;x=$7?;test $x -ne 0&&echo $nf failed. Check for invalid
command
s >&2;exit $x"
Time: 21 LEDS: 0x539

return code = 0
*hkkkkhkhkhkkkhkkhkkhkkhkkhhkhkkx no Stdout *hkkkkkkkkkk
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The next step of the boot process checks the bootup_option to determine if a
BSD style configuration of TCP/IP services are to be used, or if the default of
ODM supported configuration should be used. During this stage, the LED
codes 538 and 539 are shown, as provided in the preceding alog example.

3.5 Boot phase 3
In the boot process, the following boot tasks have been accomplished:
e Hardware configuration performed during BIST and POST
* The load of the BLV

* Phase 1, where base devices are configured to prepare the system for
activating the rootvg

* Phase 2, where rootvg is activated

Finally, phase 3 is initiated by the init process loaded from rootvg. An outline
of this phase is shown in Figure 11.

letc/inittab: /sbin/rc.boot 3

mount Amp

1

syncvg rootvg &

Y

Normal boot: cfgmgr -p2
Service boot: cfgmgr -p3

Y

cfgcon
rc.dt boot

Y

savebase

Figure 11. Boot phase 3
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The order of boot phase 3 is as follows:

Phase 3 is started in /etc/inittab.
The /tmp file system is mounted.

The rootvg is synchronized. This can take some time. This is why the
syncvg rootvg command is executed as a background process. At this
stage, the LED code 553 is shown.

At this stage, the cfgmgr -p2 process for normal boot and the cfgmgr -p3
process for service mode is also run. cfgmgr reads the Config_rules file
from ODM and checks for devices with phase=2 or phase=3.

Next, the console will be configured. LED codes shown when configuring
the console are shown on page 41. After the configuration of the console,
boot messages are sent to the console if no STDOUT redirection is made.
Many of these boot messages scroll past at a fast pace, so there is not
always time to read all of the messages. However, all missed messages
can be found in /var/adm/ras/conslog.

Finally, the synchronization of the ODM in the BLV with the ODM from the
/ (root) file system is done by the savebase command.

When the cfgcon process is called, different LED codes are shown depending
on which device is configured.

The cfgcon LED codes include:

¢31: Console not yet configured. Provides instructions to select console.

c32: Console is an LFT terminal

c33: Console is a tty

c34: Console is a file on the disk

3.5.1 The /etc/inittab file

The /etc/inittab file supplies configuration scripts to the init process. In Figure
12, the highlighted line is the file record that runs rc.boot with parameter 3.

40
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B (C) COPYRIGHT International Business Machines Corp. 1989, 1993
: All Rights Reserved
Licensed Materials — Property of IBH

US Government Users Restricted Rights — Use. duplication or
disclosure restricted by G5A ADP Schedule Contract with IBM Corp.

: Note - initdefault and sysinit should be the first and second entry.

init:2:initdefault:

brc:isysinit:/sbin/rc.boot 3 >/dev/console 2>&1 # Phase 3 of system boot
powerfail - ipowerfail :/etc/rc.powertfail 2>&1 | alog -tboot > /dev/console # Power
Failure Detection

rci2iwaiti/etc/re 2281 | alog -tboot > /dev/console # Multi-User checks
fbcheck:2:wait: fusr/sbin/fbcheck 2>&1 | alog -tboot > /dev/console # run /etc/fi
rsthoot

sremstri2:irespauwn: fusr/shin/sremstr # System Resource Controller
rctepip:2:iwait:/etc/re.tepip » /dev/console 2>8&1 # Start TCP/IP daemons
renfs:2:wait:/etc/re.nfs > /dev/console 2>&1 # Start NFS Daemons
cron:2:respawn:/fusr/shin/cron

piobe:2:iwait:/usr/lib/lpd/pio/etc/pioinit >/dev/null 2>&1 # pb cleanup
qdaemon:2:wait: fusr/bin/startsrc —sqdaemon

writesrv:2:iwait:/usr/bin/startsrc -suritesrv

Figure 12. Example of rc.boot 3 in /etc/inittab

The /etc/inittab file is composed of entries that are position dependent and
have the following format:

Identifier:RunlLevel :Action:Command

The first line in /etc/inittab (initdefault) defines what runlevel is to be
considered as a default runlevel. In the example provided, the runlevel is 2,
which means a normal multi-user boot. In the case of a multi-user boot, all
records with the runlevel 2 will be executed from the /etc/inittab file. If this
value is missing, you are prompted at boot to define the runlevel.

The rc.boot line is to be executed on all run levels (this equals runlevel
0123456789). The action defined, sysinit, has to finish before continuing with
the next line in /etc/inittab. From rc.boot 3, among other things, the rootvg is
synchronized, the mirroring is started, and the /tmp directory mounted. A
detailed description of /etc/inittab is provided in IBM Certification Study Guide
AIX V4.3 System Support, SG24-5129.

3.5.2 LED 553

An LED code of 553 is caused when the /etc/inittab file cannot be read. To
recover from an LED 553, check /dev/hd3 and /dev/hd4 for space problems
and erase unneeded files to free up disk space. Check the /etc/inittab file for
corruption and correct the errors if necessary. Typical syntax errors found in
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/etc/inittab, as seen at the support centers, are entries that are incorrectly
defined in the file. When editing /etc/inittab, the inittab commands should be
issued. For example:

* mkitab
® chitab

It is helpful to remember that /etc/inittab is very sensitive to even the most
trivial syntax error. A misplaced dot can halt the system boot.

3.5.3 LED c31

LED code ¢31 is not really an error code, but the system is waiting for input
from the keyboard. This is usually encountered when booting from CD-ROM
or a mksysb tape. This is normally the dialog to select the system console.

3.5.4 LED 581

42

LED code 581 is not really an error code. LED 581 is shown during the time
that the configuration manager configures TCP/IP and runs /etc/rc.net to do
specific adapter, interface, and host name configuration.

A problem is when the system hangs while executing /etc/rc.net. The problem
can be caused by either a system or a network problem that happens
because TCP/IP waits for replies over an interface. If there are no replies, the
wait eventually times out and the system marks the interface as down. This
time-out period varies and can range from around three minutes to an
indefinite period.

The following problem determination procedure is used to verify that the
methods and procedures run by /etc/rc.net are causing the LED 581 hang:
1. Boot the machine in Service mode.
2. Move the /etc/rc.net file to a safe location:

mv /etc/rc.net /etc/rc.net.save

3. Reboot in Normal mode to see if the system continues past the LED 581
and allows you to log in.

Note

The previous steps assume that DNS or NIS are not configured.
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If you determine that the procedures in /etc/rc.net are causing the hang, that
is, the system continued past LED 581 when you performed the steps above,
the problem may be one of the following:

* Ethernet or token-ring hardware problems
Run diagnostics and check the error log.

* Missing or incorrect default route

* Networks not accessible

Check that the gateways, name servers, and NIS masters are up and
available.

* Bad IP addresses or masks
Use the iptrace and ipreport commands for problem determination.
e Corrupt ODM
Remove and re-create network devices.
* Premature name or IP address resolution
Either named, ypbind/ypsery, or /etc/hosts may need correction.
» Extra spaces at the ends of lines in configuration files

Use the vi editor with the set 1ist subcommand to check files, such as the
/etc/filesystems file, for this problem.

* LPP installations or configurations with errors
Reinstall the LPP.

A specific LED 581 hang case occurs when ATMLE is being used with DNS. If
you are experiencing this problem, you can either work around the problem by
adding a host=local,bind entry to the /etc/netsvc.conf file or by adding the
following lines to the /etc/rc.net file:

# Part III - Miscellaneous Commands.

# Set the hostid and uname to “hostname™, where hostname has been
# set via ODM in Part I, or directly in Part II.

# (Note it is not required that hostname, hostid and uname all be
# the same) .

export NSORDER="local" <<===========NEW LINE ADDED HERE
/usr/sbin/hostid “hostname™ >>$LOGFILE 2>&1
/bin/uname -S hostname|sed 's/\..*$//'> >>$LOGFILE 2>&l
unset NSORDER <<===========NEW LINE ADDED HERE
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3.6 Boot related information in the error log
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Because the function of the error log should be familiar to you from your
previous certification training, this section will only cover boot related
messages.

The error log facility provides historical information on system boots and what
may have caused them. One way to find the reboot time stamp is to check for
when error logging has been turned on, as shown in the following example:

# errpt

IDENTIFIER TIMESTAMP T C RESOURCE NAME DESCRIPTION

499B30CC 0711125600 T H entl ETHERNET DOWN

1104AA28 0711125200 T S SYSPROC SYSTEM RESET INTERRUPT RECEIVED
SDBCFDEE 0711125500 T O errdemon ERROR LOGGING TURNED ON

499B30CC 0707114100 T H entl ETHERNET DOWN

499B30CC 0707113700 T H entl ETHERNET DOWN

C60BB505 0705101400 P S SYSPROC SW PROGRAM ABNORMALLY TERMINATED
35BFC499 0705101100 P H cdO DISK OPERATION ERROR

OBA49C99 0705101100 T H scsi0 SCSI BUS ERROR

SDBCFDEE 0704153700 T O errdemon ERROR LOGGING TURNED ON

192AC071 0704153700 T O errdemon ERROR LOGGING TURNED OFF
SDBCFDEE 0704152600 T O errdemon ERROR LOGGING TURNED

Every time the system is booted, the error log facility is started. In the
previous example, the system has been gracefully shutdown two times on the
4th of July. When the system is gracefully shutdown, the error logging facility
is also shutdown, as the error log entry 192aco71 shows. In the case of the
reboot on the 11th of July, there is no stop of the error log facility reported; in
other words, that shutdown cannot be considered graceful. Three minutes
before the reboot (12:55), a system reset is reported (the line above with the
12:52 time stamp). The reason for the non-graceful reboot is often reported
sequentially later than the reboot. The reason for the reboot (the use of the
reset button) is shown highlighted in the following example:

# errpt -aj 1104AA28

LABEL: SYS RESET
IDENTIFIER: 1104AA28

Date/Time: Tue Jul 11 12:52:54
Sequence Number: 12

Machine Id: 000BC6DD4C00

Node Id: server3
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Class: S
Type: TEMP
Resource Name: SYSPROC

Description
SYSTEM RESET INTERRUPT RECEIVED

Probable Causes
SYSTEM RESET INTERRUPT

Detail Data

KEY MODE SWITCH POSITION AT BOOT TIME
normal

KEY MODE SWITCH POSITION CURRENTLY
normal

3.7 Boot summary

The following section provides short summaries of the boot phases and some
common LED codes.

Boot phases
BIST and POST are used to test hardware and to find a successful hardware
path to a BLV.

Boot phase 1 (init rc.boot 1) is used to configure base devices.
Boot phase 2 (init rc.boot 2) is used to activate the rootvg.
Boot phase 3 (init /sbin/rc.boot 3) is used to configure the rest of the devices.

LED codes
The LED codes during POST on a MCA system are listed in Table 2.

Table 2. MCA POST LED

LED Reason / Action
100 - 195 Hardware problem during BIST.
200 Key mode switch in secure position.
201 1. If LED 299 passed, re-create BLV.
2. If LED 299 has not passed, POST encountered a
hardware error.
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LED Reason / Action

221 The bootlist in NVRAM is incorrect (boot from media and
721 change the bootlist), or

221 -229 the bootlist device has no bootimage (boot from media and
223 - 229 recreate the BLV), or

225 - 229 the bootlist device is unavailable (check for hardware errors).
233 -235

The LED codes shown during boot phase 2 are listed in Table 3.

Table 3. Boot phase 2 LED codes

LED Reason / Action
551 1. Corrupted file system
555 (fsck -y <devices)
557 2. Corrupted jfslog
(/usr/sbin/logform /dev/hds)
3. Corrupted BLV -
(bosboot -ad <devices)
552 The ipl_varyon failed. Except for the reason mentioned
554 above (551, 555, or 557):
556 1. Corrupted ODM
(backup ODM, recreate with savebase)
2. Superblock dirty
(Copy in superblock from block 31)
518 /usr cannot be mounted

1. If /usr should be mounted over the network
(check for network problem)

2. If /usr is to be mounted locally
(fix the file system)

The LED codes shown during boot phase 3 are listed in Table 4.

Table 4. Boot phase 3 LED codes

LED Reason / Action
553 Syntax error in /etc/inittab
c31 Define the console
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3.8 Command summary

The following section provides a list of the key commands discussed in this
chapter. For a complete reference of the following commands, consult the AIX
product documentation.

3.8.1 The errpt command

The errpt command is used to check for errors reported by the error log
facility.

The syntax of the errpt command is provided in the following examples.

To Process a Report from the Error Log, the syntax is:

errpt [ -a] [ -A] [ -¢ ] [ -d ExrrorClassList ] [ -D] [ -e EndDate ] [ -g
] [ -1 File ] [ -I File ] [ -j ErrorID [ ,ErrorID ] ] | [ -k ErrorID [
,ErrorID ] ] [ -J ErrorLabel [ ,ErrorLabel ] ] | [ -K ErrorLabel [
,ErrorLabel ] ] [ -1 SequenceNumber ] [ -m Machine ] [ -n Node ] [ -s
StartDate ] [ -F Flaglist ] [ -N ResourceNamelList ] [ -P ] [ -R
ResourceTypeList ] [ -S ResourceClassList ] [ -T ErrorTypeList ] [ -y File
1 [ -z File ]

To Process a Report from the Error Record Template Repository, the syntax

IS:

errpt [ -a]l] [ -A] [ -T File] [ -t 1 [ -d ErrorClassList ] [ -j ErrorID [
,ErrorID ] ] | [ -k ErrorID [ ,ErrorID ] ] [ -J ErrorLabel [ ,ErrorLabel ]
I | [ -K ErrorLabel [ ,Errorlabel ] ] [ -F Flaglist ] [ -P ] [ -T
ErrorTypelist ] [ -y File ] [ -z File ]

Some useful errpt command flags are provided in Table 5.

Table 5. Commonly used flags of the errpt command

Flags Description
-a Detailed output.
-j error identifier Includes only the error-log entries specified by the ErrorlD

(error identifier) variable.

-s StartDate Specifies all records posted on and after the StartDate
variable.

-T ErrorTypelList Limits the error report to error types specified by the valid
ErrorTypeList variables: INFO, PEND, PERF, PERM, TEMP,
and UNKN.
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3.8.2 The w command

The wcommand prints a summary of current system activity.

The syntax of the wcommand is:

wl-h] [-ul] [-w] [-1] -s1 [ User ]

Some useful wcommand flags are provided in Table 6.

Table 6. Commonly used flags of the w command

Flags Description

-u Prints the time of day, amount of time since last system
startup, number of users logged on, and number of
processes running. Same output as the upt ime command.

3.9 Quiz

The following assessment questions help verify your understanding of the

topics discussed in this chapter.

1. While a machine is booting up, several error messages are appearing on
the screen. The user is not able to write down all of the errors. However,
the user can refer to the console log file stored by default. Which of the
following indicates where the console log file is located?

A. /tmp/conslog

B. /tmp/console.log

C. /var/adm/ras/conslog

D. /var/adm/ras/console.log

2. A system is hanging with an LED code of 581. This means that the system
is hanging while running /etc/rc.net. Which of the following procedures
should be performed next?

A. Run rm /etc/rc.net and then reboot.
B. Replace the network interface adapter.
C. Reboot the system into service mode and run rmdev -d ent0.
D. Reboot the system into service mode, and run mv /etc/rc.net
/etc/rc.net.save.
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3. Afile system is being mounted but failed. After running the £sck command

3.9.1 Answers

the problem is still not resolved. Which of the following commands should
run next?

A. Run savebase.

B. Run logform.

C. Run synclvodm.

D. Restore file system from mksysb.

After applying patches, no backup steps were taken. As a result, the
system hangs during the reboot with the following message: “starting
tcp/ip daemons:” All of the following procedures are applicable to fixing the
problem except:

A. Checking /etc/inittab.
B. Checking /etc/rc.tcpip.
C. Checking name resolution.

D. Running the bosboot command to fix bootable image.

The following are the preferred answers to the questions provided in this
section.

1.

2
3.
4

C

D
B
D

3.10 Exercises

The following exercises provide sample topics for self study. They will help
ensure comprehension of this chapter.

Do not perform these exercises on an existing file system or on a production
system:

1.

Create a file system for this exercise and copy in some files to the file
system. Then, destroy the first super block. This can be done by copying 4
KB from /dev/zero to block one on your logical volume. For example:

dd count=1 bs=4k seek=1 if=/dev/zero of=/dev/thomasclv
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Try to mount the file system and run fsck on the file system to determine
the problem. Finally, fix the problem as described in this chapter.

2. Still on your test system, with verified mksysb at hand, make a backup of
/etc/inittab. Remove the first uncommented line and try to reboot. You are,
at reboot, prompted for what?

After the boot has finished, edit the /etc/inittab and change a dot to a
comma or a colon to semicolon on a line with action=wait. What happens?
Which LED code is displayed? What do you have to do to fix this?
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Chapter 4. Hardware problem determination

The following topics are discussed in this chapter:
* Hardware basics
* Running diagnostics
e SSA problem determination
* Three-digit display codes

This chapter discusses common hardware-related problem determination. It
provides problem resolving procedures based on the system architecture.

4.1 Hardware basics

RS/6000 servers are available in a variety of models. An RS/6000 system can
be in single processor or multiprocessor configurations. Currently, models
comply to a number of architecture specifications, such as Micro Channel,
PowerPC Reference Platform (PREP), Common Hardware Reference
Platform (CHRP), and RS/6000 Platform Architecture (RPA). AIX 5L for
Itanium-based systems is beyond the scope of this publication.

The hardware platform type is an abstraction that allows machines to be
grouped according to fundamental configuration characteristics, such as the
number of processors or I/0O bus structure. Machines with different hardware
platform types have basic differences in the way their devices are dynamically
configured at boot time. Currently available hardware platforms, which are
able to be differentiated by software, in the RS/6000 family are:

rsék Micro Channel-based uni-processor models

rs6ksmp Micro Channel-based symmetric multiprocessor models
rspc ISA-bus models

chrp PCIl-bus models

In order to determine the hardware platform type on your machine, enter the
following command:

# bootinfo -p
chrp

4.1.1 Hardware inventory

To determine a system’s hardware inventory, use either the 1sdevcommand or
the 1scfg command. These commands show different aspects of installed
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devices. The 1sdev command displays information about devices in the Device
Configuration database.

# lsdev -C

sys0 Available 00-00 System Object

sysplanar0 Available 00-00 System Planar

pcio Available 00-fef00000 PCI Bus

pcil Available 00-fee00000 PCI Bus

pci2 Available 00-fed00000 PCI Bus

isa0 Available 10-58 ISA Bus

sa0 Available 01-S1 Standard I/O Serial Port

sal Available 01-S2 Standard I/0 Serial Port
scsil Available 30-58 Wide SCSI I/O Controller

cdo Available 10-60-00-4,0 SCSI Multimedia CD-ROM Drive
mem0 Available 00-00 Memory

procO Available 00-00 Processor

procl Available 00-01 Processor

proc2 Available 00-02 Processor

proc3 Available 00-03 Processor

L2cache0 Available 00-00 L2 Cache

sioka0 Available 01-K1-00 Keyboard Adapter

£do Available 01-D1-00-00 Diskette Drive

rootvg Defined Volume group

hds Defined Logical volume

tok0 Available 10-68 IBM PCI Tokenring Adapter (14103e00)
ento Available 10-80 IBM PCI Ethernet Adapter (22100020)
entl Available

The output shows whether the device is in the Available or Defined state.

Use the 1scfg command to display vital product data (VPD), such as part
numbers, serial numbers, microcode level, and engineering change levels
from either the Customized VPD object class or platform specific areas. To
display all of these features for hdisk1, enter:

# lscfg -vp -1 hdiskl

DEVICE LOCATION DESCRIPTION

hdiskl 10-60-00-9,0 16 Bit SCSI Disk Drive (9100 MB)
Manufacturer................ IBM
Machine Type and Model...... DNES-309170W

FRU Number..................25L3101
ROS Level and ID............53414730
Serial Number...............AJ286572
EC Level.....ccceeveeeees...F42017

Part Number.................25L1861
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Device Specific.

(
Device Specific.(Z1)........ 2512871
Device Specific. (Z2)........ 0933
Device Specific. (Z3)........ 00038
Device Specific. (Z4)........ 0001
Device Specific.(Z5)........ 22
Device Specific. (Z6)........ F42036

PLATFORM SPECIFIC

Name: sd
Node: sd
Device Type: block

The most important fields in the previous example are:

FRU Number Use this number to order the same device in case of
damage to the original one.

ROS Level and ID This is the microcode level, and it is used to determine the
firmware version in your device.

To display attribute characteristics and possible values of attributes for

devices in the system, use the 1sattr command:

# lsattr -E1 hdiskl
pvid 000bc6ddc63c40380000000000000000 Physical volume identifier False

queue depth 3 Queue DEPTH False
size in mb 9100 Size in Megabytes False
Note

It is a good practice to have print outs from the 1scfg, lsdev, and lsattr
commands to maintain and track your system inventory.

4.2 Running diagnostics
Hardware diagnostics can be run in three different ways:

* The first way is concurrent mode, where the system is up and running with
users online, all processes running, and all volume groups being used.

* The second way is service mode; this is when you have the machine with
AIX running, but with the minimum of processes started and only rootvg
varied on.
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* The third way is stand-alone diagnostics from CD-ROM. The
CD-ROM-based diagnostics are a completely isolated version of AlX, so
any diagnostics run are totally independent of the AIX setup on the
machine being tested.

What method you select depends upon the circumstances, such as:
* Are you able to test the device? Is the device in use?

* Do you need to decide if the problem is related to hardware or AIX?
Stand-alone diagnostics from CD-ROM or diskette are independent of the
machine operating system. Advanced diagnostics run using the diagnostic
CD-ROM or diskettes and completing successfully should be taken as
proof of no hardware problem.

— Note

If you are going to boot from a CD-ROM or a mksysb tape on a machine
that has a configuration with two or more SCSI adapters sharing the same
SCSI bus, check that no SCSI adapters on the shared bus are set at
address 7. If you boot from bootable media, the bootable media will
automatically assign address 7 to all SCSI adapters on the machine being
booted. This will cause severe problems on any other machines sharing the
same SCSI bus that have address 7 IDs set on their adapters.

The method you use to run diagnostics varies with the machine type. The
next sections describe how to run all the diagnostic modes on the most
common machine types.

There are a few RS/6000 models that do not have the capability to run
AlX-based diagnostics. The most common of these are the 7020-40P and
7248-43P. To run diagnostics on these models, you must have the SMS
diskette for the machine.

Maintenance mode is a function of the shutdown -m command, which is
sometimes referred to as single-user mode. It provides a limited working
environment where networking services and user access is limited.

4.2.1 Concurrent mode

Concurrent mode diagnostics are run while AIX is running on the machine
and potentially sharing the environment with users. To run diagnostics
concurrently, you must have root authority and use one of the following
methods:

1. To run diagnostics on a specific device, use the following command:
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diag -d [resource name]

This command enables you to test a specific device directly without the
need to pass through a number of menus. The diagnostic process run is
the Advanced Diagnostic process.

2. To go directly to the main diagnostics menu, use the diag command.
3. Using SMIT, select the following menus in the order provided.

a. Problem Determination

b. Hardware Diagnostics

c. Current shell

Methods 2 and 3 will present the entry screen of the diagnostics menu. If you
press Enter, you will be provided a menu, as shown in Figure 13.

FUNCTION SELECTION 801002

Move cursor to selection. then press Enter.

Diagnostic Routinesg

This selection will test the machine hardware. Wrap plugs and
other advanced functions will not be used.

fidvanced Diagnostics Routines
This selection will test the machine hardware. Wrap plugs and
other advanced functions will be used.

Task Selection{Diagnostics. Advanced Diagnostics. Service flids. etc.)
This selection will list the tasks supported by these procedures.
Once a task is selected. a resource menu may be presented showing
all resources supported by the task.

Resource Selection
This selection will list the resources in the system that are supported
by these procedures. Once a resource is selected. a task menu will
be presented showing all tasks that can be run on the resource(s).

F1=Help F10=Exit F3=Previous Menu

Figure 13. Main Diagnostics menu

The first three menu options shown in Figure 13 are explained in the following
paragraphs:

Diagnostic Routines
This set of routines is primarily aimed at the operator of the
machine. When the diagnostics are run using this option, there will
be no prompts to unplug devices or cables, and no wrap plugs are
used. Therefore, the testing done by this method is not as
comprehensive as the testing performed under Advanced
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Diagnostics. In some cases, it can produce a No Trouble Found
result when there is an actual problem.

Advanced Diagnostics Routines
This set of routines will run diagnostic tests that will ask you to
remove cables, plug and unplug wrap plugs, and use various other
items. As a result, the tests run are as detailed as possible.
Generally, if you get a No Trouble Found result using Advanced
Diagnostics, you can be reasonably certain the devices tested
have no hardware defects.

Task Selection
This section is sometimes referred to as Service Aids. There are
many useful tools within this section. The use of this option is
discussed in Section 4.2.4, “Task selection or service aids” on
page 59.

After you have selected the level of diagnostics you wish to run, you are
presented with a menu to select the Problem Determination method or the
System Verification method.

Problem Determination
This selection will run the diagnostic routine and search the AlX
error log for any errors posted in the previous 24 hours against the
device you are testing. It will then use the sense data from any
error log entry for the device being tested in conjunction with the
results of the diagnostic testing of the device to produce a Service
Request Number (SRN). This method must be used to determine
the cause of any machine checks and checkstops on 7025 and
7026 machine types. If you are performing diagnostics more than
seven days since the machine check occurred, then you will need
to set the system date and time to within seven days of the
machine check time stamp. The seven day period is required when
using AlIX Version 4.3.1 and later. If you are using AlX Version
4.3.0 or earlier, the system date and time must be within 24 hours
of the checkstop entry.

System Verification
Use this selection if you have just replaced a part or performed a
repair action. System verification runs a diagnostic routine on the
device but does not refer to the AIX error log, so it reflects the
machines condition at the time of running the test. You can also
use system verification when you just want to run a direct test to a
device or whole machine.
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Concurrent mode provides a way to run diagnostics online to system
resources while AIX is up and running and users are logged on.

Since the system is running in normal operation, some resources cannot be
tested in concurrent mode. The following list shows which resources cannot
be tested:

SCSI adapters used by disks connected to paging devices

Disk drives used for paging

Memory

e Processors

Depending on the status of the device being tested, there are four possible
test scenarios in concurrent mode:

* Minimal testing is used when the device is under the control of another
process.

* Partial testing occurs when testing is performed on an adapter or device
that has some processes controlling part of it. For example, testing
unconfigured ports on an 8-port RS232 adapter.

* Full testing requires the device be unassigned and unused by any other
process. Achieving this condition may require commands to be run prior to
the commencement of the diagnostic testing.

* When tests are run for CPU or memory, the diagnostics refer to an entry in
the NVRAM that records any CPU or memory errors generated during
initial testing done at system power on. By analyzing these entries, the
diagnostics produce any relevant SRNs.

4.2.2 Stand-alone diagnostics from disk - Service mode

Service mode enables you to run tests to the devices that would ordinarily be
busy if you ran diagnostics with the machine up in Normal mode boot (for
example, the network adapter ent0). However, you still will not be able to test
any SCSI device that is attached to the same SCSI adapter as disks
containing paging space or rootvg. Stand-alone diagnostics from disk is
started when you boot up the machine in Service mode boot. The method that
you employ to get a Service mode boot depends upon the type of machine.

4.2.2.1 MCA machines
To start a Service mode boot, power off the machine, then perform the
following steps.

1. Set the key mode switch of the machine to the Service position.
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2. Power on the machine without a CD-ROM, tape, or diskette in the
machine.

After a period of time, you will see the Diagnostics Entry screen appear on
the console. Press Enter and proceed to the screen that gives you the choice
of diagnostics to run.

4.2.2.2 PCI machines
This section applies to machines of model type 7017, 7024, 7025, 7026,
7043, 7046, and newer. It does not apply to PCI machine types 7020 or 7248.

To start a Service mode boot, power off the machine, then perform the
following steps:

1. Turn on the machine power.

2. After a short period of time, you will see the Icons screen. At this point,
press F6 if using a graphics console, or 6 if using an ASCII terminal. If you
are using the graphics console, the display device may have power saving
enabled, and it will take time to warm up and display the icon images. This
can cause you to miss the Icon screen being displayed. In this situation,
observe the power LED on the display device, and when it changes from
orange to green, press the F6 key.

Once the keyboard input has been processed, the machine will display a
Software Starting screen. This is followed by more information that indicates
the SCSI ID of the boot device is being used. Once diagnostics have been
loaded, you will have the Diagnostic Entry screen displayed.

4.2.3 Stand-alone diagnostics from CD-ROM

58

Stand-alone diagnostics run from CD-ROM or diskettes is a good way of
proving if the problem is a hardware or an AIX problem. The CD-ROM or
diskettes load a totally independent version of AIX onto the machine as a
RAM image. If you get a No Trouble Found result using advanced diagnostics
using all of the test equipment asked for during the diagnostic, the probability
of there being a hardware problem is extremely small. In such cases, the
underlying cause of the problem is most often software related.

4.2.3.1 MCA machines
This section describes how to boot from CD-ROM on MCA machines and
from diskette for the early level of MCA machines.

Boot from CD-ROM
To boot from CD-ROM, complete the following steps:
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1. Power off the machine.
2. Turn the key mode switch to the Service position.
3. Power on the machine and place the Diagnostic CD-ROM in the drive.

For the machine to boot from the Diagnostic CD-ROM, there must be an
entry in the boot list that includes the CD-ROM. Using the code on the
CD-ROM, the machine will boot, eventually pausing when displaying ¢31
in the LED panel. The code ¢31 is an indication that you need to select a
system console. After selecting a console at the prompt, the Diagnostic
Entry screen is displayed, followed by subsequent screens. One of these
subsequent screens will prompt you to enter the terminal type. Make sure
you know the type before you proceed, since a wrong entry could result in
you having to restart the process from the beginning.

4.2.3.2 PCIl Bus machines
This section applies to machines of model type 7017, 7024, 7025, 7026,
7043, 7046, and newer. It does not apply to PCI machine types 7020 or 7248.

To start a CD-ROM boot, use the following procedures:
1. Power off the machine.

2. Turn on machine power.

3. Place the CD-ROM into the drive.

4

. After a short period of time, you will see the Icons screen. At this point,
press F5 if you are using a graphics console, or 5 if you are using an
ASCII terminal. If you are using the graphics console, sometimes the
display screen will have power saving enabled, and will take time to warm
up before anything can be seen on the screen. This can cause you to miss
the Icon screen display. In this situation, observe the power LED on the
display device, and when it changes from orange to green, then press the
F5 key (E1F1 LEDs are shown).

After performing the previous steps, you will get various screens displayed,
one of which will indicate to you the SCSI address of the device that the
machine is booting from. Following this screen, the Diagnostic Entry screen is
displayed.

4.2.4 Task selection or service aids

The diagnostics described in this section are known by two names: task
selection or service aids, dependent upon the level of diagnostics you are
using. Task selection is the name used by AIX Version 4.3.2; however, in AIX
Version 4.1.4, the same menu is known as service aids. This portion of the
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diagnostic package is equally as useful in the diagnosis of faults as the
diagnostic routines themselves. The next few sections will cover a selection of
the service aids available.

4.2.4.1 Local area network service aid

This service aid is useful in the diagnosis of network problems. It enables you
to type in IP addresses of both a source machine and a target machine. When
activated, it will tell you if it managed to connect to the target machine. If it
failed, it will try and give you a reason why it could not reach the destination
host. The result of this can help in fault diagnosis.

4.2.4.2 Microcode download

Using this service aid makes manipulation of microcode much easier than
doing it from the command line. As a result, you are less liable to make a
mistake.

The microcode download facility is also available when using the Diagnostic
CD-ROM. This enables you to down-load microcode to devices that are not
capable of being updated when AIX is running.

4.2.4.3 SCSI bus analyzer

This is one of the most useful service aids. It enables you to issue a SCSI
inquiry command to any device on any SCSI bus connected to the machine.
The results that are returned give you a good idea of the problem. The results
returned are:

* The exerciser transmitted a SCSI Inquiry command and did not receive
any response back. Ensure that the address is valid, then try this option
again.

* The exerciser transmitted a SCSI Inquiry command and received a valid
response back without any errors being detected.

¢ A check condition was returned from the device.

To run this service aid, perform the following steps:
1. From the Task Selection menu, select SCSI Bus Analyzer.

2. Next, select the adapter that has the device that you wish to test attached
to it.

3. Use the Tab key to increment the SCSI ID field to the number you want to
test.

4. Press F7 to confirm your selection.

5. Press Enter to commence the test.
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If the device is working correctly, an affirmative system message should be
returned almost instantly. If there is a problem, it should return an answer
after a few seconds. Sometimes, a device that has a severe check condition
will hang the service aid. If this is the case, you need to press Control-C to
exit from the service aid.

4.2.4.4 Disk maintenance

The disk to disk copy will only work with SCSI disks that pass diagnostics and
ideally have minimal errors when the certify process is run. If the error rate is
too high when a disk-to-disk copy is being run, the program will fail. You will
find it useful if the customer situation is such that they have no backup and
the disk is unstable but running. Disk-to-disk copy differs from an AlX-based
migrate operation because it does not alter the source disk when finished, as
the migratepv command does. Disk-to-disk copy is best run from CD-ROM
diagnostics, which requires you to have the exclusive use of the machine
while the disk copying takes place. Also, the disk to be copied to must not be
smaller or more than 10 percent larger in size than the source disk. The
copied disk will have the same PVID as the original, so the defective disk
must be removed from the machine before starting AlX.

4.2.4.5 SSA service aids

This service aid can be used to help diagnose SSA subsystem problems. It is
also used to physically identify and control SSA disks in the tower or drawer.
This function greatly speeds the locating of specific disks, especially in very
large installations.

Note

This service aid is only present when SSA devices are configured on the
machine.

4.3 Serial Storage Architecture disks

The Serial Storage Architecture (SSA) disk subsystem is capable of being
externally connected to one or more RS/6000 or pSeries systems. Certain
models of RS/6000 can also be configured with internal SSA disks. SSA
devices are connected through two or more SSA links to an SSA adapter that
is located in the system used. The devices, SSA links, and SSA adapters are
configured in loops. Each loop provides a data path that starts at one
connector of the SSA adapter and passes through a link (SSA cable) to the
devices. The loop continues through the devices, then returns through
another link to a second connector on the SSA adapter. Each adapter is
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capable of supporting two loops. Each loop can have between one and 48
devices. A loop can have as many as eight SSA adapters connected in up to
eight systems, but this is dependent on the type of SSA adapter being used
and how they are configured. Again, dependent on adapters, disk subsystem,
and cables in use, the aggregate loop speed per adapter can either be 80
MB/s or 160 MB/s. As you can see, the number of possible combinations is
almost endless and changes at each product announcement. The SSA
configuration rules provided in the following section cover basic
considerations.

4.3.1 General SSA setup rules
The following rules must be followed when connecting a 7133 or similar SSA

subsystem:

* Each SSA loop must be connected to a valid pair of connectors on the
SSA adapter card. A1 and A2 form one loop, and B1 and B2 form another

loop.

* Only one pair of connectors of a SSA adapter can be connected in a
particular SSA loop. A1 or A2, with B1 or B2, can not be in the same SSA

loop.

¢ A maximum of 48 disks can be connected in a SSA loop.

each other.

A maximum of three dummy disk drive modules can be connected next to

¢ A maximum of two adapters can be in the same host per SSA loop.

e There is no addressing setup for any SSA device.

Cables joining SSA nodes should not exceed 25 meters.

* There is no termination since all connections should form a loop.

The maximum number of adapters per SSA loop at the time of this writing is
provided in Table 7.

Table 7. SSA adapter information

Feature | Description Identifier | Maximum Number
Code per Loop

6214 MCA Adapter 4-D 2

6216 MCA Enhanced SSA 4 port adapter | 4-G 8

6217 MCA SSA RAID adapter 4-| 1

6218 PCI SSA RAID adapter 4-J 1
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Feature | Description Identifier | Maximum Number

Code per Loop

6219 MCA Enhanced RAID adapter 4-M Between 1 and 8 per
loop, depending on

6215 PCI Enhanced RAID Adapter 4-N microcode level and

. whether RAID and

6225 PCI Advanced Serial RAID adapter | 4-P Fast Write Cache are

used

For the most comprehensive and up to date information on SSA adapters,

refer to the

following URL:

http://www.hursley.ibm.com/~ssa/

The user guides for each SSA adapter are also available on this Web site.
They contain information on the valid adapter combinations allowed on the

same loop.

4.3.2 SSA devices

SSA subsystem components use microcode to control their function. When
working on SSA problems, you should ensure that the microcode level and
any drivers on all devices in the loop are at the latest published level.

4.3.3 SSA disk considerations

If you configure an SSA disk into a system and it only shows as a pdisk with
no corresponding hdisk, the most probable cause is that the disk was
originally part of a RAID array set up on another machine. If disks are
removed from a RAID array for any reason to be incorporated into any other
system as a normal disk, the following procedure must be used:

1. Enter smitty ssaraid (the fast path to SSA RAID SMIT panels).

2. Select Change Show use of an SSA Physical disk. The disk must be
returned to general use as an AIX system disk.

3. If the disk is to be removed from the system, use the relevant AIX
commands. Do not remove the pdisk until you have removed the disk from
the system using the SSA service aids.

If you are presented with this situation, and the disk with the problem was not
a member of a RAID set on this machine, your only option to return this disk
to normal use is to do a low-level format using the SSA service aid. This can
take time if the disk is 9 GB or larger.
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4.3.3.1 SSA RAID

The SSA subsystem is capable of being operated by some adapters as either
single system disks or as RAID LUNSs. Provided that all has been set up
correctly, then the RAID implementation works well. If you have any doubts as
to how the RAID is set up, refer to SSA Adapters: User’s Guide and
Maintenance Information, SA33-3272.

If you need to do anything involving an SSA RAID array, then use the relevant
procedure listed. This will ensure that the integrity of the RAID set is
maintained at all times.

4.3.3.2 Changing SSA disks

SSA disks are hot swappable. When preparing AlX for the removal of an SSA
disk, do not use the rmdev command to remove the pdisk prior to physically
removing the disk from the enclosure. You will need the pdisk to do the
following steps. Use the rmdev command for the pdisk only when all steps are
completed.

1. Use the SSA Service aid to power the disk off prior to removal. This is
done by using the Set Service Mode and Identify facility. This will put the
disks on either side of the one you want to remove into string mode and
power off the disk to be removed.

2. When the replacement disk or blanking module is inserted, use the same
Service Aid to reset Service Mode. This will initialize the new disk and take
the other disks out of string mode.

3. At this point, you can now run the rmdev command to remove the pdisk
allocated to the disk you removed.

4. The disk change procedures will then tell you to run the cfgmgr command
to create a new pdisk for the replaced physical disk.

Note

The cfgmgr command should not be executed on any system that is in a
HACMP cluster. To do so will seriously damage the configuration of the
machine, possibly resulting in the cluster going down.

If the disk to be changed is a defective RAID disk and was in use by the
system, then you need to follow the procedures in SSA Adapters: Users
Guide and Maintenance Information, SA33-3272. Read these procedures
carefully because some of the earlier editions of this publication indicate you
have finished the procedure when, in fact, you need to perform other steps to
return the array to a protected state. Below is a list of the important steps that

IBM Certification Study Guide Problem Determination



need to be completed before you can be sure that the array will function
correctly.

Steps involved in the replacement of a RAID SSA disk are:

1. Addition of the replacement disk to the system using the cfgmgr command
or the mkdev command on HACMP systems.

2. Make the disk an array candidate or hot spare using SMIT.

If the disk was removed from a RAID array leaving it in an exposed or
degraded state, you now need to add the disk to the array using SMIT. While
the array is being rebuilt, error messages will be seen each hour in the error
log. These will cease when the array is completely rebuilt. It is best to
schedule disk swaps during scheduled down time to minimize the effects on
the system.

4.4 Three-digit display values

Three-digit display messages are system error indicators that display on the
system operator panel. Most of the three-digit display values are progress
indicators that only display briefly. This section enables you to interpret the
codes displayed on the system operator panel.

4.4.1 Common boot time LEDs
The following sections cover some hardware related problems that can cause

a halt. All problems at this stage of the startup process have an error code
defined, which is shown in the LED display on the front panel.

4.4.1.1 LED 200

The LED code 200 is connected to the secure key position. When the key is in
the secure position, the boot will stop until the key is turned, either to the
normal position or the service position; then the boot will continue.

4.4.1.2 LED 299

An LED code of 299 shows that the BLV will be loaded. If this LED code is
passed, then the load has been successful. If, after passing 299, you get a
stable 201, then you have to re-create the BLV.

4.4.1.3 MCA LED codes

Table 8 on page 66 provides a list of the most common LED codes on MCA
systems. More of these can be found in the AIX Version 4 base
documentation.

Chapter 4. Hardware problem determination 65



Table 8. Common MCA LED codes

LED Description

100 - 195 Hardware problem during BIST.
200 Key mode switch in secure position.
201 1. If LED 299 passed, recreate BLV.

2. If LED 299 has not passed, POST encountered a
hardware error.

221, The bootlist in NVRAM is incorrect (boot from media and
721, change the bootlist), or

221 - 229, the bootlist device has no bootimage (boot from media and
223 - 229, recreate the BLV), or

225 - 229, the bootlist device is unavailable (check for hardware errors).
233 -235

4.4.2 888 in the three-digit display

A flashing 888 indicates that a problem was detected, but could not be
displayed on the console. A message is encoded as a string of three-digit
display values. The 888 will be followed by either a 102, 103, or 105. The
reset button is used to scroll the message.

4.4.2.1 The 102 code
A 102 indicates that a dump has occurred and your AlX kernel crashed due to
component failure. An LED code description is provided in the following list.

* 888 - This value flashes to indicate a system crash.

* 102 - This value indicates an unexpected system halt.

* nnn - This value is the cause of the system halt (reason code).

* Ocx - The value Ocx indicates dump status.
The reason code is the second value displayed after 888 appears. Also, this
code can be found using the stat subcommand in crash.

* 000 - Unexpected system interrupt (hardware related).

¢ 2xx - Machine check. A machine check can occur due to hardware
problems (for example, bad memory) or because of a software reference
to a non-existent address.

* 3xx - Data storage interrupt (DSI). A page fault always begins as a DSI,
which is handled in the exception processing of the VMM. However, if a
page fault cannot be resolved, or if a page fault occurs when interrupts are
disabled, the DSI will cause a system crash. The page fault may not be
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resolved if, for example, an attempt is made to read or write a pointer that
has been freed, in other words, the segment register value is no longer
valid, and the address is no longer mapped.

* 400 - Instruction access exception. This is similar to a DSI, but occurs
when fetching instructions, not data.

* 5xx - External interrupt. Interrupt arriving from an external device.

¢ 700 - Program interrupt. Usually caused by a trap instruction that can be a
result of failing an assert, or hitting a panic within kernel or kernel
extension code.

* 800 - Floating point unavailable. An attempt is made to execute a floating
point instruction but the floating point available bit in the Machine Status
Register (MSR) is disabled.

For more information about system dumps, see Chapter 5, “System dumps”
on page 71.

4.4.2.2 The 103 and 105 code

A 103 message indicates that a Service Request Number (SRN) follows the
103. The SRN consists of the two sets of digits following the 103 message.
This number together with other system related data is used to analyze the
problem. Record and report the SRN to your service representative.

A 105 message indicates that an encoded SRN follows the 105. Record and
report SRN 111-108 to your service representative. The format is shown in
Figure 14.

888 103 104 101 c01[100 200 300 400 500 629 702 800

Location Code

# of FRU sequence (1st part)
SRN identifying the FRU (104-101)

- »  Type of read-out (103)

Figure 14. Format of the 103 code message

The fifth value identifies the FRU number (number of the defective part).
Because more than one part could be described in the 888 message, the next
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eight identifiers describe the location code of the defective part. These should
be mapped with the values provided in Table 9 to identify the location code.

Table 9. Location code mapping table

00=0 09=9 19 =1 28=S5
01=1 11=A 20=J 30=T
02=2 12=B 21=K 31=U
03=3 13=C 22=L 32=V
04=4 14=D 23=M 33=W
05=5 15=E 24=N 34 =X
06=6 16=F 25=0 35=Y
07=7 17=G 26="P 36=2
08=8 18 =H 27 =R

4.5 Command summary

The following section provides a list of the key commands discussed in this
chapter. For a complete reference of the following commands, consult the AIX
product documentation.

4.5.1 The chdev command

Changes the characteristics of a device. The command has the following
syntax:

chdev -1 Name [ -a Attribute=Value ... ]

The commonly used flags are provided in Table 10.

Table 10. Commonly used flags of the chdev command

Flag Description

-l Name Specifies the device logical name, specified by the Name
parameter, in the Customized Devices object class whose
characteristics are to be changed.

-a Attribute=Value Specifies the device attribute value pairs used for changing

specific attribute values.
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4.5.2 The Isattr command

Displays attribute characteristics and possible values of attributes for devices
in the system. The command has the following syntax:

lsattr -E -1 Name [ -a Attribute ]

The commonly used flags are provided in Table 11.

Table 11. Commonly used flags of the Isattr command

Flag Description

-E Displays the attribute names, current values, descriptions,
and user-settable flag values for a specific device.

- Name Specifies the device logical name in the Customized Devices
object class whose attribute names or values are to be
displayed.

-a Attribute Displays information for the specified attributes of a specific
device or kind of device.

4.6 Quiz

The following assessment questions help verify your understanding of the
topics discussed in this chapter.

1. Which of the following commands should be used to determine the
microcode level of a system?

A. lsattr -El1

B. 1scfg -v1

C. 1sCs ssa

D. 1lsdev -cc disk

2. After a legacy, microchannel system has gone down with flashing 888's,
which of the following procedures is the best way to diagnose the
problem?

A. Turn the power off and back on.
B. Reboot the system in maintenance mode.

C. Turn the key to service and press the reset button to take a system
dump.

D. Verify that the key is in normal mode and press the reset button to
reboot the system.
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3. Which of the following AIX commands should be used to determine if there

4.6.1 Answers

is a Service Request Number (SRN) on a device?
A. diag

B. lssm

C. 1lsdev

D. errpt

. Which of the following procedures should be performed to access to all

resources automatically on a system?

A. Run IPL in normal mode.

B. Run diagnostics using the diag command.

C. Invoke maintenance mode diagnostics running shutdown -m.
D. Invoke standalone diagnostics by IPLing from diagnostics CD.

A mirrored SSA data disk volume group must have a disk replaced. Which
of the following concerns should be considered?

A. Schedule down time for rebooting.
B. Schedule down time for replacement of disk.
C. Schedule down time for replacement of disk and reboot.

D. Schedule disk replacement for non-peak usage time.

The following are the preferred answers to the questions provided in this
section.

1.

w > > O

2
3
4.
5

B

4.7 Exercises

The following exercises provide sample topics for self study. They will help
ensure comprehension of this chapter.

1.
2.

Take a hardware inventory of your system.

Check all possible menus in the concurrent mode diagnostics.
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Chapter 5. System dumps

In this chapter, the system dump is discussed with respect to how that dump
is managed and read. The way to set up the dump device will also be
discussed.

A system dump is created when the system has an unexpected system halt or
a system failure. The dump will be a snapshot of the system at the time of the
dump; it does not collect data about what happened before the system dump.
This dump is written to the primary dump device; if this is not available, it will
write the dump to the secondary device. A system dump can also be initiated
by a user using a different device (if required).

5.1 Configuring the dump device

Prior to AlX Version 4.1, the default dump device is /dev/hd7; in AIX versions
after 4.1, the default dump device is /dev/hd6, which is the default paging
space logical volume (/dev/pagingnn for dumps). The secondary dump device
is /dev/sysdumpnull. Once the system is booted, this image is copied from
/dev/hd6 to the directory /var/adm/ras.

The current dump configuration can be determined by running the sysdumpdev
command as follows:

# sysdumpdev

primary /dev/hdé
secondary /dev/sysdumpnull
copy directory /var/adm/ras
forced copy flag TRUE

always allow dump FALSE
dump compression OFF

The primary dump devices must always be in the root volume group for
permanent dump devices. The secondary device may be outside the root
volume group unless it is a paging space.
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— Note

Do not use a mirrored or copied logical volume as the active dump device.
Carefully check your AlX release to see if this function is available. System
dump error messages will not be displayed, and any subsequent dumps to
a mirrored logical volume will fail.

Do not use a diskette drive as your dump device.

AIX Version 4.2.1 or later supports using any paging device in the root
volume group (rootvg) as the secondary dump device.

The sysdumpdev command can be used to configure remote dump devices.
The following conditions must be met before a remote dump device can be
configured:

* The local and the remote host must have Transmission Control
Protocol/Internet Protocol (TCP/IP) installed and configured.

* The local host must have the Network File System (NFS) installed.
* The remote host must support NFS.

* The remote host must be operational and on the network. This condition
can be tested by issuing the ping command.

* The remote host must have an NFS exported directory defined such that
the local host has read and write permissions as well as root access to the
dump file on the remote host.

* The remote host cannot be the same as the local host.

To change a primary dump device permanently, use the sysdumpdev command
as follows:

# sysdumpdev -P -p /dev/hd3

primary /dev/hd3
secondary /dev/sysdumpnull
copy directory /var/adm/ras
forced copy flag TRUE

always allow dump FALSE
dump compression OFF

This will remain the permanent dump device until it is changed again with the
sysdumpdev command.
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To change the secondary device permanently, use the sysdumpdev command

as follows:

# sysdumpdev -P -s /dev/rmt0

primary /dev/hd3
secondary /dev/rmt0
copy directory /var/adm/ras
forced copy flag TRUE

always allow dump FALSE

dump compression OFF

To change the primary device temporarily to another device, use the
sysdumpdev command as follows:

# sysdumpdev -p /dev/rmt0

primary /dev/rmt0
secondary /dev/sysdumpnull
copy directory /var/adm/ras
forced copy flag TRUE

always allow dump FALSE

dump compression OFF

This will temporarily change the primary dump device to /dev/rmt0 until the
next system reboot.

5.2 Starting

a system dump

A user-initiated dump is different from a dump initiated by an unexpected
system halt because the user can designate which dump device to use. When
the system halts unexpectedly, a system dump is automatically initiated to the
primary dump device. Do not start a system dump if the flashing 888 number
shows in your operator panel display. This number indicates your system has
already created a system dump and written the information to your primary
dump device. If you start your own dump before copying the information in
your dump device, your new dump will overwrite the existing information.

You can start a system dump by using one of the methods listed in the
following:

If you have the Software Service Aids Package installed, you have access to
the sysdumpstart command and can start a dump using one of these methods:
¢ Using the command line.
* Using SMIT.
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If you do not have the Software Services Aids Package installed, you must
use one of these methods to start a dump:

¢ Using the reset button.

* Using special key sequences.

5.2.1 Using the command line

74

To create a system dump, use the following steps to choose a dump device,
initiate the system dump, and determine the status of the system dump.

Check which dump device is appropriate for your system (the primary or
secondary device) by using the following sysdumpdev command:

# sysdumpdev -1

primary /dev/hdé
secondary /dev/sysdumpnull
copy directory /var/adm/ras
forced copy flag TRUE

always allow dump FALSE
dump compression OFF

This command lists the current dump devices. You can use the sysdumpdev
command to change device assignments.

Start the system dump by entering the following sysdumpstart command:
# sysdumpstart -p

This command starts a system dump on the default primary dump device. You
can use the -s flag to specify the secondary dump device. If a code shows in
the operator panel display, refer to Section 5.3, “System dump status check”
on page 79 for more information.

If the dump was successful, reboot the system. During the boot process, if the
forced copy flag is set to TRUE, a menu will be displayed on the primary
console requesting the removable media to copy the dump to /dev/rmtx or
/dev/fd0. (You are prompted to choose which location.) The size of the dump
in /dev/hd6 is also displayed. It is advisable not to use /dev/fd0 for the copy of
the dump. Once the copy has been completed, exit the copy screen and the
system will continue the boot process.
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5.2.2 Using the SMIT interface

Use the following SMIT command to choose a dump device and start the
system dump:

# smit dump

The Choose the Show Current Dump Devices option can be used to note
the available dump devices.

Select either the primary or secondary dump device to hold your dump
information, as shown in Figure 15

System Dump
Move cursor to desired item and press Enter.

Show Current Dump Devices

Show Information About the Previous System Dump
Show Estimated Dump Size

Change the Primary Dump Device

Change the Secondary Dump Device

Change the Directory to which Dump is Copied on Boot
Start a Dump to the Secondary Dump Device

Copy a System Dump from a Dump Device to a File
Copy a System Dump from a Dump Device to Diskette
fAlways ALLOW System Dump

System Dump Compression

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 15. SMIT dump screen

A command status screen will be displayed and once the dump has
completed, the system will need to be reset.

If the dump was successful, reboot the system. During the boot process, if the
forced copy flag is set to TRUE, a menu will be displayed on the primary
console requesting the removable media to copy the dump to /dev/rmtx or
/dev/fd0. (You are prompted to choose which location.) The size of the dump
in /dev/hd6 is also displayed. It is advisable not to use /dev/fd0 for the copy of
the dump. Once the copy has been completed, exit the copy screen and the
system will continue the boot process.

Chapter 5. System dumps 75



5.2.3 Using the reset button

76

To start a dump with the reset button, the key switch must be in the service
position. If the system does not have a key switch, set the Always Allow
System Dump value to true. To set this, use the sysdumpdev command as
follows:

# sysdumpdev -K

The value can be checked using the sysdumpdev command without flags as
follows:

# sysdumpdev

primary /dev/hdé
secondary /dev/sysdumpnull
copy directory /var/adm/ras
forced copy flag TRUE

always allow dump TRUE

dump compression OFF

To obtain the system dump, press the reset button. This will initiate the
system dump and may take some time.

If the dump was successful, reboot the system. During the boot process, if the
forced copy flag is set to TRUE, a menu will be displayed on the primary
console requesting the removable media to copy the dump to. /dev/rmtx or
/dev/fd0. (You are prompted to choose which location.) The size of the dump
in /dev/hd6 is also displayed. It is advisable not to use /dev/fd0 for the copy of
the dump. Once the copy has been completed, exit the copy screen and the
system will continue the boot process.

If the system does not have a key switch, set the always allow dump option to
back to false. Use the sysdumpdev command as follows:

# sysdumpdev -k

Ensure the always allow dump option has been set back to FALSE using the
sysdumpdev command as follows:

# sysdumpdev

primary /dev/hdé
secondary /dev/sysdumpnull
copy directory /var/adm/ras
forced copy flag TRUE

always allow dump FALSE

dump compression OFF
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5.2.4 Using special key sequences

To start a dump with a key sequence, you must have the key switch in the
service position, or have set the always allow dump value to true. To set this,
use the sysdumpdev command as follows:

# sysdumpdev -K

The value can be checked using the sysdumpdev command without flags as
follows:

# sysdumpdev

primary /dev/hdé
secondary /dev/sysdumpnull
copy directory /var/adm/ras
forced copy flag TRUE

always allow dump TRUE
dump compression OFF

Press the Ctrl-Alt 1 key sequence to write the dump information to the
primary dump device.

Press the Ctrl-Alt 2 key sequence to write the dump information to the
secondary dump device.

Both these key sequences will initiate the system dump and this process may
take some time.

If the dump was successful, reboot the system and during the boot process, if
the forced copy flag is set to TRUE, a menu will be displayed on the primary
console requesting the removable media to copy the dump to /dev/rmtx or
/dev/fd0. (You are prompted to choose which location.) The size of the dump
in /dev/hd6 is also displayed. It is advisable not to use /dev/fd0 for the copy of
the dump. Once the copy has been completed, exit the copy screen and the
system will continue the boot process.

If the system does not have a key switch to set the always allow dump value to
back to false, use the sysdumpdev command as follows:

# sysdumpdev -k

Ensure the always allow dump option has been set back to FALSE by using the
sysdumpdev command as follows:

# sysdumpdev
primary /dev/hdé
secondary /dev/sysdumpnull
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copy directory /var/adm/ras
forced copy flag TRUE

always allow dump FALSE

dump compression OFF

5.2.4.1 The TTY remote reboot

AIX Version 4.3.2 has added the ability to do a remote reboot of a system
across native serial ports by using a user defined string. This feature is
configured by setting up two ODM attributes that have been added to the
native serial ports. Figure 16 shows the options as they are set up in the
SMIT screen.

Add a TTY

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[HORE...141 [Entry Fields]
STTY attributes for RUN time [Chupcl.cread.brkint.icr> +
STTY attributes for LOGIN Lhupcl.cread.echoe.cs8]
LOGGER name L]
STATUS of device at BOOT time [available] +
REMOTE reboot ENABLE no +
REMOTE reboot STRING L#@reb@#f]
TRANSMIT buffer count [161] +i#
RECEIYE trigger level L31 +i
STREAMS modules to be pushed at OPEN time [1dterm] +
INPUT map file [nonel +
OUTPUT map file Lhonel +
CODESET map file Lshes] +

[HORE...171

Fl=Help F2=Refresh F3=Cancel F4=List

F5=Reset F6=Command F7-Edit F8=Image

F9=Shell F10=Exit Enter=Do

Figure 16. SMIT Add a TTY screen - Remote reboot options

The settings for the REMOTE reboot ENABLE attribute are described in
Table 12.

Table 12. Remote reboot enable settings

REMOTE reboot Description
Enable settings

no Remote reboot is disabled and no action will be taken if the
reboot string is entered.

reboot If the reboot string is entered, the system will reboot.
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REMOTE reboot Description
Enable settings

dump When reboot string is entered, the system will execute a
system dump.

The REMOTE reboot STRING option is a user defined string that can be used
to perform the function as set up in the REMOTE reboot ENABLE option.

5.3 System dump status check

When a system dump is taking place, status and completion codes are
displayed in the operator panel display. When the dump is complete, a Ocx
status code displays if the dump was user initiated, a flashing 888 displays if
the dump was system initiated.

You can check whether the dump was successful, and if not, what caused the
dump to fail, if a Ocx code is displayed.

— Note

If the dump fails, upon reboot, look for an error log entry with the label
DSI_PROC or ISI_PROC. If the Detailed Data area shows an EXVAL of
000 0005, this is probably a paging space 1/O error. If the paging space is
the dump device or on the same hard drive as the dump device, the dump
may have failed due to a problem with the hard drive. Diagnostics should
be run against that disk.

5.3.1 Status codes
The following are the list of status codes for the system dump:

000 The kernel debugger is started. If there is an ASCII terminal attached
to one of the native serial ports, enter g dump at the debugger prompt
(>) on that terminal and then wait for the flashing 888s to appear in the
operator panel display. After the flashing 888 appears, go to Section
5.5, “Copying a system dump” on page 82, which describes how to
check the dump status.

0cO0 The dump completed successfully. Go to Section 5.5, “Copying a
system dump” on page 82.

0c1  An I/O error occurred during the dump.
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0c2

Oc4

0c5

Oc7

0c8

0c9

Occ

A user-requested dump is not finished. Wait at least one minute for
the dump to complete and for the operator panel display value to
change. If the operator panel display value changes, find the new
value on this list. If the value does not change, then the dump did not
complete due to an unexpected error. Complete the Problem
Summary Form, and report the problem to your software service
department.

The dump ran out of space. A partial dump was written to the dump
device, but there is not enough space on the dump device to contain
the entire dump. To prevent this problem from occurring again, you
must increase the size of your dump media. Go to Section 5.4,
“Increasing the size of the dump device” on page 81.

The dump failed due to an internal error. Wait at least one minute for
the dump to complete and for the operator panel display value to
change. If the operator panel display value changes, find the new
value on the list. If the value does not change, then the dump did not
complete due to an unexpected error. Complete the Problem
Summary Form and report the problem to your software service
department.

A network dump is in progress, and the host is waiting for the server to
respond. The value in the operator panel display should alternate
between 0c7 and 0c2 or 0c9. If the value does not change, then the
dump did not complete due to an unexpected error. Complete the
Problem Summary Form, and report the problem to your software
service department.

The dump device has been disabled. The current system configuration
does not designate a device for the requested dump. Enter the
sysdumpdev command to configure the dump device.

A dump started by the system did not complete. Wait at least one
minute for the dump to complete and for the operator panel display
value to change. If the operator panel display value changes, find the
new value on the list. If the value does not change, then the dump did
not complete due to an unexpected error. Complete the Problem
Summary Form and report the problem to your software service
department.

(For AIX Version 4.2.1 and later only) An error occurred dumping to
the primary device; the dump has switched over to the secondary
device. Wait at least one minute for the dump to complete and for the
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three-digit display value to change. If the three-digit display value
changes, find the new value on this list. If the value does not change,
then the dump did not complete due to an unexpected error. Complete
the Problem Summary Form and report the problem to your software
service department.

c20 The kernel debugger exited without a request for a system dump.
Enter the quit dump subcommand. Read the new three-digit value from
the LED display.

5.4 Increasing the size of the dump device

The size required for a dump is not a constant value, because the system
does not dump paging space; only data that resides in real memory can be
dumped. Paging space logical volumes will generally hold the system dump.
However, because an incomplete dump may not be usable, follow the
procedure below to make sure that you have enough dump space.

When a system dump occurs, all of the kernel segment that resides in real
memory is dumped (the kernel segment is segment 0). Memory resident user
data (such as u-blocks) is also dumped.

The minimum size for the dump space can best be determined using the
sysdumpdev -e command. This provides an estimated dump size, taking into
account the memory currently in use by the system, as shown in the following
example:

# sysdumpdev -e
0453-041 Estimated dump size in bytes: 38797312

If the dump device is the default dump device of /dev/hd6, use the 1sps -a
command to check paging space available, as follows:

# lsps -a
Page Space Physical Volume  Volume Group Size $Used Active Auto Type
hde hdisk0 rootvg 512MB 1 yes yes 1v

If the size of the dump device needs to be increased, use the smit chps
command and change the paging space size. If the dump device is a file,
ensure that the file system has enough space; if not, use the smit chfs
command to increase the size of the file system.
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5.5 Copying a system dump

If the dump is not copied to an external device during boot, it can be copied to
the external device using the snap command. The snap command will check
for an existing dump on the system and copy it to tape or, if no dump is
available on the system, it will prompt for the dump to be copied from the
external device.

The last system dump can be checked using the sysdumpdev command as
follows:

# sysdumpdev -L
0453-039

Device name: /dev/hdé
Major device number: 10
Minor device number: 2

Size: 42568192 bytes
Date/Time: Wed Jul 12 14:53:55 CDT 2000
Dump status: 0

dump completed successfully
Dump copy filename: /usr/dumpdir/vmcore.O0

In this case, the dump was successfully completed and it can be copied to an
external media device, such as tape.

Use the snap command (as follows) to copy the dump to tape; the flags
indicate that general operating system, file system, and kernel information
along with the kernel dump is copied to a tape device:

# snap -gfkD -o /dev/rmtO

Setting output device to /dev/rmt0... done.
Checking space requirement for general
information.........oiiiiiiiiiiii i

Checking space requirement for kernel information.......... done.
Checking space requirement for dump information...... done.

Checking space requirement for filesys information........................
done.

Checking for enough free space in filesystem... done.

**kk*kxxxChecking and initializing directory structure
Directory /tmp/ibmsupt/filesys already exists... skipping
Directory /tmp/ibmsupt/dump already exists... skipping
Directory /tmp/ibmsupt/kernel already exists... skipping
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Directory /tmp/ibmsupt/general already exists... skipping
Directory /tmp/ibmsupt/testcase already exists... skipping
Directory /tmp/ibmsupt/other already exists... skipping
*x*%*x*x*xx*Finished setting up directory /tmp/ibmsupt

Gathering general system

information. .. ...t e
..................................... done

Gathering kernel system information........... done.

Gathering dump system information.... done.

Gathering filesys system information........................ done.
Copying information to /dev/rmt0... Please wait... done.

khkkhkkkkhkkhkhkkhkkhkhkhkhkhkhkhkhkhkhhkhkhkhhkhhkhhkhkhhhkhkhhkhhhhkhkhkhhkhhkhhkhkhhhkhkhhkhhkhkhkhhkkk
*kkkkk

***x%** Please Write-Protect the output device now...

*kkkkk

khkkhkkhkkkhkkhkhkkhkkhkkhkhkhkhkkhkhkhkhkhkhkhkhkhkhhkhkhkhkhkhhkhkhkhkhhhhkhhkdhkhhkhkhkhkhhkhdkhhhhkhhhhkkk

khkkhkkkkhkkhkhkkhkkhkhkhkhkhkhkkhkhkhkhkhkhkhkhkhkhhkhhkhkhhkhkhkhhkhhhhkhhkhhkhhkhhkhkhhhhkhhhhkhhkhkkk

*kkkkk

**%k%%* Please label your tape(s) as follows:

*kkkkk Snap blocksize=512

**k*k%%* problem: oo Wed Jul 12 15:41:42 CDT 2000
**kkk* 'your name Oor company's name here!

*kkkkk

khkkhkkhkkkhkkhkhkkhkkhkhkhkhkhkhkkhkhkhkhkkhkhkhkhhkhhkhkhkhkhhhkhkhhkhhhhkhhkhhkhhkhkhkhkhhhhkhkhhhkhkhkhhkikkx

The dump file can be copied from the external device using the tar -x
command. To view the contents of the tape device, use the following
command:

# tar -tvf /dev/rmt0

drwx------ 00 0 Jul 12 13:48:44 2000 ./dump/

“TW-----—- 00 2555 Jul 12 15:40:21 2000 ./dump/dump.snap
—TW------- 0 0 1770955 Jul 12 13:48:29 2000 ./dump/unix.Z
“TWX------ 0 0 41761792 Jul 12 11:03:29 2000 ./dump/dump file
drwx------ 00 0 Jul 12 11:23:06 2000 ./kernel/

“TW-----—- 00 75122 Jul 12 15:40:21 2000 ./kernel/kernel.snap
drwx------ 00 0 Jul 12 11:22:58 2000 ./testcase/
drwx------ 00 0 Jul 12 11:22:58 2000 ./other/

The files dump.snap, unix.Z, and dump_file should exist on the tape device
and should be greater than 0 bytes in size.
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5.6 Reading dumps

84

To check that the dump is readable, start the crash command (or use KDB on
AIX 5L systems) on the dump files, using the command syntax: crash <dump>
<unix>. The crash command needs a kernel file (unix) to match the dump file.
If you do not specify a kernel file, crash uses the file /unix by default:

# crash dump unix

>

If you do not see a message from crash about dump routines failing, you
probably have a valid dump file. Run the stat subcommand at the > prompt,
as in the following example:

# crash dump unix
> stat
sysname: AIX
nodename: sp5i
release: 3
version: 4
machine: 000126774C00
time of crash: Tue May 4 04:56:10 CDT 1999
age of system: 4 min.
xmalloc debug: disabled
abend code: 300
csa: 0x2ff3b400
exception struct:
dar: 0x00000003
dsisr: 0x00000000:
sSrv: 0x04000000
dar2: 0x3cl60040
dsirr: 0x06001000: " (unknown reason code)"

Look at the time of the dump and the abend code. If these are related to the
problem causing the dump, then perform some initial analysis. Refer to
Section 5.8.1, “The crash command” on page 88 for more information.

A message stating dumpfile does not appear to match namelist means the
dump is not valid. For example:

# crash dump unix

Cannot locate offset 0x02052b8 in segment 0x000000.
endcomm 0x00000000/0x011c5e70

WARNING: dumpfile does not appear to match namelist
Cannot locate offset 0x00ccfl0 in segment 0x000000.
0452-179: Cannot read v structure from address 0x ccflo.
Symbol proc has null value.
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Symbol thread has null value.

Cannot locate offset 0x00ccfl0 in segment 0x000000.

0452-179: Cannot read v structure from address 0x ccflo.

Cannot locate offset 0x00034c4 in segment 0x000000.

0452-1002: Cannot read extension segment value from address 0x 34c4

Any other messages displayed when starting crash may indicate that certain
components of the dump are invalid, but these are generally handled by
crash. If a required component of the dump image is missing, additional
messages Wwill indicate this, and the dump should be considered invalid. To
prevent problems, it is a good idea to use crash from the same level of AIX as
that from the machine which created the dump.

5.7 Core dumps

When a system encounters a core dump, a core file is created in the current
directory when various errors occur. Errors such as memory-address
violations, illegal instructions, bus errors, and user-generated quit signals
commonly cause a core dump. The core file that is created contains a
memory image of the terminated process. A process with a saved user ID that
differs from the real user ID does not produce a memory image.

5.7.1 Checking for core dump

When a core dump is created, an error will be reported and this entry can be
seen in the error report as follows:

# errpt
IDENTIFIER TIMESTAMP T C RESOURCE NAME DESCRIPTION

C60BB505 0705101400 P S SYSPROC SOFTWARE PROGRAM ABNORMALLY
TERMINATED

From the previous report, it can be seen that the error has an identifier of
ce0BB505. A detailed report of the error can be displayed as follows:

# errpt -a -j C60BB505

LABEL: CORE_DUMP
IDENTIFIER: C60BB505

Date/Time: Wed Jul 5 10:14:59
Sequence Number: 8

Machine Id: 000BC6DD4C00

Node Id: clientl
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Class: S
Type: PERM
Resource Name: SYSPROC

Description
SOFTWARE PROGRAM ABNORMALLY TERMINATED

Probable Causes
SOFTWARE PROGRAM

User Causes
USER GENERATED SIGN